CHAPTER 6

THE FUTURE OPTICAL INTERNET

ANDREA FUMAGALLI, JAVIER ARACIL, AND LUCA VALCARENGHI

6.1 INTRODUCTION

As of today, the Internet is the most versatile and widespread form of (virtually) free pub-
lic telecommunication service. Beside constituting the universal bridge between continen-
tal, national, regional, and local networks, the term Internet has become the synonym of
email, World Wide Web (WWW) surfing, multimedia applications, and many other ser-
vices.

The Internet finds its origins in two U.S. government funded research networks, name-
ly ARPANET (late 1960s) and NSFNET (middle 1980s). By the late 1980s, a number of
subnetworks worldwide (e.g., the European IP backbone EuropaNET and EBONE [1,2])
were connected to these two networks. While the Internet transport and network layer pro-
tocols are still based on the original TCP/IP suite, developed in 1974 [3,4], evolution of
the transmission medium technologies has radically changed the so-called Internet link
layer (i.e., the physical and link layer of the ISO-OSI model). Early ARPANET and
NSFNET connections were running on lines leased from telephone companies at a trans-
mission rate of 56 kb/s. With the advent of low-loss fiber-based links, transmission rates
were upgraded to 45 Mby/s. It is only during the latest few years that the combined sky-
rocketing increase in the number of Internet users and the augmented number of services
available on the Internet have created an unprecedented demand for additional bandwidth,
whose exponential growth in the long run can only be coped with by the latest advances in
optical technology. These advances include wavelength division multiplexing, or (WDM),
which potentially provides a per-fiber aggregate bandwidth in the Tb/s range. The impact
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of such a revolution in Internet history is so widely recognized that a name has been creat-
ed to indicate the outcome of such modernization of the Internet: the next-generation In-
ternet (NGI). Since it is commonly recognized that the NGI originates from the high
transmission bandwidth provided by the optical medium, in the rest of the chapter the
terms NGI and Optical Internet (OI) will be used interchangeably.

The aim of this chapter is to describe the basic principles of the OI and to identify its
potential benefits and design challenges. The chapter consists of four sections.

Section 6.2 describes the optical layer and presents some of the enabling optical com-
ponents. The concepts of first-generation optical network (FGON) (e.g., SONET/SDH)
and second-generation optical network (SGON) (e.g., WDM) are introduced. In the latter
case optical circuits, or lightpaths, are established between network nodes to create all-op-
tical transparent connections, and thus to circumvent the so-called electronic bottleneck
of FGON. Four alternative approaches for designing SGON are described: static and
semistatic lightpath-based networks, dynamic lightpath-based networks, optical packet-
switching-based networks, and optical burst switching based networks.

Section 6.3 illustrates the evolution of the Internet layering from the X.25-based solu-
tion to IP over ATM, packet over SONET (POS), and Gigabit Ethernet. Network perfor-
mance, complexity, and costs of these solutions are discussed and compared with one an-
other, with the intent to identify efficient mechanisms to transport IP packets over the
optical layer. The simplified two-layer architecture known as “IP over WDM?” is then pre-
sented. Flow-switching solutions, such as MPLS and multiprotocol lambda switching
(MPAS or generalized MPLS) are described that allow management of the WDM layer
from the IP layer using standard mechanisms and protocols.

Section 6.4 discusses the impact of traffic self-similarity on the optical network engi-
neering process. In particular, the huge bandwidth potentially available in optical fiber
poses new challenges, e.g., efficient network dimensioning, which are of no concern in
the conventional relatively “low speed” Internet scenario. A thorough analysis at the TCP
connection level is provided in this section with the scope of determining efficient ways to
manage the optical bandwidth dynamically.

Section 6.5 identifies some of the key challenges encountered in the realization of the
OL. The challenges reviewed in this last section include efficient traffic engineering in the
OI, adequate network resilience schemes at both the IP layer and WDM layer, and coordi-
nation between resilience schemes available at both the IP and the WDM layer.

6.2 OPTICAL NETWORK TECHNOLOGIES

Since its dawn in the 1960s [5], fiber optics technology has undergone a continuous evo-
lution, with innovative devices becoming available on the market on a yearly basis. As il-
lustrated in this section, the advent of these devices has fostered the development of opti-
cal networks and their evolution from first- to second-generation architectures. An
overview of the key enabling optical components is first presented, followed by a descrip-
tion of a number of alternative network architectures based on such components. The de-
scription of the components is kept at a high level, giving the reader a global picture,
rather than providing a comprehensive description of each single component. The reader
who may be interested in details of specific optical components is referred to a number of
comprehensive books on the subject [S—11].
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6.2.1 Optical Components

Discovery, in the 1960s, that an inexpensive thin wire of glass is capable of propagating a
huge quantity of data with small signal attenuation paved the way to a long—still last-
ing—revolution in the way telecommunications and data networks are designed.

Fiber optics is a transmission medium made of silica (Si0,) in which the optical signal
remains confined and guided by total internal reflection. Internal reflection is achieved by
means of a two-region section of the fiber: the core and the cladding. The two regions are
differently doped (by means of injected impurities), leading to different refractive indices.
As a result, the light beam in the core that propagates with an angle of incidence higher
than the critical angle—with respect to the boundary surface between the two regions—is
completely reflected and confined within the core. Fiber optics can be either multimode—
when more than one propagation mode is possible—or single-mode—when only one
mode propagates in the fiber. The former type of fiber is characterized by modal disper-
sion and low installation cost. The latter does not present modal dispersion and is more
expensive to install than the former, due to the accurate signal coupling required between
fibers, transmitters and receivers. Typically, three spectral regions, referred to as windows,
are defined that have low signal attenuation in the fiber. The first window is in the
800—900-nm interval range—optical frequencies are conventionally characterized in
terms of wavelengths—and it is generally used to transmit multimode signals. The second
and third windows are, respectively, in the 1240—1340-nm and 1500-1650-nm regions,
and are typically used to transmit single-mode signals. The bandwidth potentially avail-
able in each window is about 20 THz, but the actual bandwidth available for data trans-
mission is considerably less and limited by a number of factors. Among these factors, one
can enumerate the limited bandwidth of other optical components, such as transmitters,
receivers, and optical amplifiers, and the limited electronic processing speed at the net-
work nodes, the so-called “electronic bottleneck™ of the first-generation optical networks.

An optical signal is generated by either a light-emitting diode (LED) or a laser diode
(laser). The main difference between LEDs and lasers is the spectral density of the emit-
ted light beam. The LED signal has a large spectrum and is used in conjunction with mul-
timode fiber. LEDs are relatively inexpensive and used in networks with low data rates
(e.g., FDDI), short distances, and limited power budget (e.g., LANs, fiber to the home,
fiber to the curb, coarse WDM (CWDM), access networks). Instead, the laser emits a light
beam with power concentrated in a narrow bandwidth. Its cost grows with its selectivity in
bandwidth. Lasers are currently expensive and used in conjunction with single-mode fiber
to deploy DWDM systems, in which the wavelength or channel density is high. Lasers can
be designed either to operate at one fixed wavelength or to be tunable. In the latter case
there is a trade-off between the laser tuning speed and its tuning range, i.e., fast tunable
lasers have a small tuning range and vice versa. At the receiver node, photodetectors are
used to convert the optical signal back into the electronic domain. When the received opti-
cal signal is weak, avalanche photodiodes (APDs) can be used, in which the reception of a
photon generates an avalanche of photons that are easier to detect.

Optical amplifiers became commercially available in the early 1990s to regenerate the
optical signal without requiring the two phase O-E-O conversion plus electrical signal
amplification that was previously utilized. Without any doubt optical amplifiers constitute
one of the most important milestones in the history of optical communications. By avoid-
ing O-E-O conversion, an optical signal can be regenerated directly in the optical domain,
thus circumventing the limited bandwidth of electronic circuitry. For example, a single
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optical amplifier can amplify a number of WDM channels simultaneously, with an aggre-
gate throughput that by far exceeds the electronic maximum bandwidth.

Optical amplifiers can be divided into four categories: semiconductor optical ampli-
fiers (SOAs), x-doped fiber amplifiers (xDFAs), linear optical amplifiers (LOAs), and
nonlinear amplifiers (e.g., Raman amplifiers (RAs)). SOAs exploit the same principle
used by lasers. An SOA is maintained under the lasing threshold in order to utilize its am-
plification capabilities without inducing lasing. SOAs can work in both the second and the
third spectral window, offering a broadband gain characteristic and a total bandwidth of
about 100 nm. Gain fluctuation, polarization dependency, high coupling loss with the
fiber, and their inherent nonlinearity represent their main drawbacks. These amplifiers are
suitable for single channel amplification. Doped fiber amplifiers consist of a segment of
fiber optics that is doped with rare-earth chemical elements. Their behavior is based on
the principle of stimulated emission, by which the electrons of the doped fiber, stimulated
by the arriving signal photons, emit light. As a result, the incoming optical signal is am-
plified as it propagates through the doped fiber and absorbs the power of a pump signal
launched into the fiber. Widely used, the erbium-doped fiber amplifier (EDFA) [12] is em-
ployed in the short wavelength band (S = 1450—1530 nm), in the conventional wavelength
band (C = 1530-1570 nm), and in the long wavelength band (L = 1570-1620 nm) of the
third spectral window [13]. For example, with a total available bandwidth of about 70 nm,
this amplifier can amplify 80 bidirectional channels with 100-GHz spacing (0.8 nm), each
transmitting at 10 Gb/s. Interesting properties of EDFA are high gain (e.g., 18 dB fiber-to-
fiber), no crosstalk among the amplified channels, small noise figure, and low coupling
loss. Its drawbacks are gain fluctuations, which are a function of the channel (wavelength)
position in the spectrum, and large physical dimensions. Another doped fiber amplifier is
the Praseodymium-Doped Fiber Amplifier (PDFA) that is employed in the second spectral
window at 1300 nm. LOAs consist of the integration of an amplifier and a vertical cavity
surface emitting laser (VCSEL) [14]. The circulating optical power of the VCSEL over-
laps with the amplifier waveguide and permits the optical amplifier maintaining a con-
stant gain to be linearized. They operate across the C wavelength band. LOAs have been
shown to have a small gain transient (i.e., low dependence on the number of wavelengths
amplified), almost constant BER in the presence of a varying number of amplified wave-
lengths, and small interchannel crosstalk. These properties make them suitable for metro-
politan and access optical networks, where optical amplifiers may need to operate in the
presence of dynamic lightpaths that operate at different data rates and are frequently set
up and torn down. Nonlinear amplifiers resort to nonlinear effects of the fiber and require
high power pump signal(s). In the most common nonlinear amplifier, the RA, the power
of the lower wavelength (higher energy) pump is partially transferred to the higher wave-
length (lower energy) data signal via excitation of fiber vibrational modes [15]. The
pump’s wavelength and power determine, respectively, the data wavelengths that are am-
plified and the amplification gain. The 3-dB gain bandwidth for a single pump RA is
about 5 THz (at 1545 nm). To obtain broader gain spectra, multiple pump signals can be
used in the same fiber. RAs yield high gain, are polarization independent, have a low
noise figure, allow tight channel spacing at high transmission rate (e.g., 40 Gb/s with 100-
GHz spacing), and can operate inside and outside the C- and L-bands of the fiber third
window.

Another important optical component is the wavelength (or frequency) converter. A
wavelength converter translates the wavelength of an optical signal to a desired value. In
its simplest implementation, a wavelength converter consists of an SOA [6]. In this real-
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ization the wavelength converter exploits the SOAs gain saturation effect. Two signals at
two different wavelengths are launched into the SOA input. One is the data signal whose
wavelength is to be converted. The other is a constant signal at high power that is trans-
mitted on the wavelength that the other information-bearing signal must be converted to.
The combined power of both signals is chosen to saturate the amplifier. Consequently, the
gain experienced by the incoming constant signal is a function of the power on the data
signal: intervals with high power in the incoming data signal generate low power intervals
in the outgoing (originally constant) signal, and vice versa. As a result, the bit pattern of
the information-bearing signal (filtered out at the SOA output) is converted to the other
wavelength with a reverse bit coding. With current technology, wavelength converters are
expensive components.

The components described so far constitute the building blocks of a point-to-point
transmission system. In order to provide networking functionalities, optical nodes must be
designed that are able to switch and route the optical signal. Both optical add/drop multi-
plexers (OADMs) and optical cross connects (OXCs) belong to this category. An OADM
node is capable of extracting one arriving optical signal from the network and replacing it
with a newly injected one. While doing so, the other optical signals in the fiber are let
through the OADM node unaltered. For example, in a WDM OADM, one wavelength is
dropped and added, while the other wavelengths in the fiber are optically routed through
the node. An OXC is an optical node that can perform routing functions on optical signals.
OXCs can be built in different ways (see [5,7,8]) but their functioning principles remain
the same. Depending on their routing capabilities, OXCs are usually subdivided in fiber
optical cross connects (F-OXC), wavelength translating optical cross connects (WT-
0XC), and wavelength routing optical cross connects (WR-OXC) (see Figures 6.1, 6.2,
6.3, respectively). The F-OXC is able to switch the signals of one entire fiber from the in-
put port to the desired output port. Individual wavelengths can be added and dropped at
the F-OXC. A particular implementation of this OXC is based on microelectromechanical
switch (MEMS) [13,16—18]. The WT-OXCs and the WR-OXCs are able to switch both
single fibers and single wavelengths from the input to the desired output. In the WT-OXC
(WR-0XC) the wavelength of the incoming optical signal can (cannot) be converted. Re-
cently waveband cross connect (WBXC) have been proposed [19]. WBXCs permit trans-
parent switching an aggregated set of wavelengths (wavebands) that share the same links
along part of their paths. Switching wavebands reduces the complexity of OXCs [20] but
increases the complexity of routing and wavelength assignment algorithms. The configu-
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Figure 6.2 WT-OXC.

ration of an OXC can be either fixed or dynamically changed by means of an (electronic)
controller (in the latter case, the component is more commonly referred to as an “optical
switch”).

As already mentioned, the system obtained by interconnecting the aforementioned op-
tical components is not a mere point-to-point transport medium anymore. It presents char-
acteristics and functions that are typical of the network layer of the ISO/OSI model. Thus,
the all-optical networks (or second-generation optical networks) offer networking, multi-
plexing, and transport capabilities altogether. These functions have been standardized by
the ITU-T to form a layered model, referred to as the Optical Layer (OL).

6.2.2 The Optical Layer

In its Recommendation G.872 [21], the ITU-T describes the functional architecture of the
optical transport network (OTN) commonly referred to as the OL. By means of WDM,
the OL provides simple routing functions that create optical circuits, or lightpaths, across
the network. A lightpath is a point-to-point all-optical connection between physical nodes
that need not be adjacent [22]. Conceptually, a lightpath is a service that belongs to the
network layer of the ISO/OSI model.
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Figure 6.3 WR-OXC.
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As part of the OL, three sublayers have been standardized by ITU-T:

1. Lightpath or Optical Channel (OCh)
2. Optical Multiplex Section (OMS)
3. Optical Transmission Section (OTS).

In [21] the OL is described from a network level viewpoint, taking into account an op-
tical network layered structure, client characteristic information, client/server layer asso-
ciations, networking topology, and layered functionalities that provide optical signal trans-
mission, multiplexing, routing, supervision, performance assessment, and network
survivability.

The layered structure of the optical transport network, depicted in Figure 6.4, shows
the OCh section, OMS, and OTS sublayers.

6.2.2.1 Optical Channel Section This sublayer provides end-to-end networking in
the form of optical channels (lightpaths) for the transparent transmission of a client’s data
in varying desired formats, e.g., SDH STM-N, PDH 565 Mb/s, cell-based ATM, digital
wrapper, IP/MPLS. To provide end-to-end networking, the following capabilities are in-
cluded in the OCh sublayer:

1. OCh connection rearrangement for flexible network routing.
2. OCh overhead processing that ensures integrity of the OCh-adapted information.
3. OCh supervisory functions that enable network level operations and management

functions, such as connection provisioning, exchange of QoS parameters, and net-
work survivability (end-to-end protection and restoration).

Network components related to this sublayer include optical line terminals (OLTs) (the
interface between the electronic layer and the optical layer), optical transmitters (laser,
diodes), and optical receivers (photodiodes).
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Figure 6.4 The ITU-T G.872 optical layer [7].
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6.2.2.2 Optical Multiplex Section This sublayer provides the functionalities re-
quired to manage a multiwavelength optical signal. (Notice that a “multiwavelength” sig-
nal includes as a special case the single-wavelength fiber.) The capabilities of this layer
include:

® OMS overhead processing that ensures integrity of the multiwavelength OMS-
adapted information.

® OMS supervisory functions that enable section level operations and management
functions, such as multiplex section survivability (line protection and restoration).

Network components related to this sublayer include OADMs, OXCs (F-OXC, WT-
OXC, WR-OXC), wavelength converters, optical switches, passive optical couplers/split-
ters (e.g., passive hub).

6.2.2.3 Optical Transmission Section This sublayer provides the functionalities
required to handle the transmission of the optical signal on various types of optical medi-
um. The capabilities of this sublayer include:

® OTS overhead processing that ensures integrity of the OTS-adapted information.

® OTS supervisory functions that enable section level operations and management
functions, such as survivability of the transmission section.

The network components related to this sublayer are primarily optical amplifiers and
regenerators. The regeneration process can be of three types: 1R, when signal amplifica-
tion and equalization (frequency, dispersion) are performed; 2R, when IR, digital reshap-
ing of the signal, and noise suppression take place; and 3R, when 2R regeneration and
pulse retiming take place. Regeneration can be achieved using either optical amplifier
(OA) (1R) or O-E-O conversion and electronic processing of the signal (1R, 2R, 3R).

6.2.3 All-Optical Network Architectures

Optical networks are often divided into two classes: first-generation optical networks and
second-generation optical networks. In first-generation optical networks the optical signal
undergoes O-E-O conversion at each node that it encounters on the route from source to
destination. First-generation solutions include conventional telephone standards, e.g.,
SDH, SONET, and more recently proposed standards, e.g., Gigabit Ethernet. In second-
generation optical networks (commonly referred to as “all-optical networks™) the optical
signal is optically routed at the network node, and does not require O-E-O conversion un-
til it is received at the destination. A few promising commercial products are becoming
available with all-optical features, e.g., WDM rings with OADM.

It is important to understand the potential advantages of all-optical networks when
compared to first-generation optical networks [13]. All-optical networks provide trans-
parency of the optical signal, hence, they are capable of supporting multiple protocols on
the same optical transport infrastructure. Optical transparency eases the migration from
one protocol to another because no major changes in the physical transport network are
necessary. In all-optical networks, services such as protection and restoration switching
can be provided directly at the optical layer, and made available to all higher protocols
running in the network, including those protocols that do not have built-in survivability
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features. In all-optical networks, a significant cost reduction can be potentially achieved
by reducing the amount of electronic circuitry and line terminals required in the network
(the so-called electronic bottleneck of first-generation optical networks).

The significant potential advantages of all-optical networks make them one of the most
promising networking solution for the next-generation Internet. This section will therefore
focus on various all-optical network architectures that can be implemented using the opti-
cal components presented in Section 6.2.1. Readers interested in a survey of (the more
conventional) first-generation optical networks are referred to [5,7,23].

All-optical networks can be classified in fours categories: static and semistatic light-
path networks, dynamic lightpath networks, optical packet-switching networks, and opti-
cal burst switching networks.

6.2.3.1 Static and Semistatic Lightpath Networks Static and semistatic light-
path networks are the simplest SGON architecture. These networks, sometime referred to
as “wavelength routed networks,” provide point-to-point wavelength paths (lightpaths) be-
tween network nodes—e.g., IP routers—that need not be physically adjacent—e.g., di-
rectly connected by a cable. In a way that is similar to ATM or frame relay permanent vir-
tual circuits, such static lightpaths can be used to transport data between gigabit routers
that perform packet or cell forwarding in the electronic domain.

Wavelength routed networks circumvent the electronic bottleneck due to O-E-O con-
version at every network node of FGON. By means of a lightpath, the connection from
source to destination remains in the optical domain along its entire path. The only places
where the transmitted signal is converted from and to electronics are, respectively, the
source and the destination. For this reason, this approach is sometimes referred to as “sin-
gle-hop” networking. The creation of lightpaths permits to build a desired logical topolo-
gy (where the lightpaths constitute the links) on top of the physical topology (where the
cables constitute the links). By creating a logical topology, network connectivity can be
increased arbitrarily. In addition, the virtual topology can be redesigned or updated with-
out requiring the huge investments that are necessary to modify the existing cabling of the
physical topology.

The key components utilized in static and semistatic lightpath networks are OADMs
and OXCs. Depending on their characteristics, OADMs and OXCs can be either config-
ured during their production (static network) or reconfigured multiple times during the
lifetime of the network (semistatic network). Manual reconfiguration is typically required
in the semistatic network, to provision new lightpaths on a per-month or per-year basis.

The fundamental problem to be addressed in wavelength routed networks is the routing
and wavelength assignment (RWA) problem. The RWA problem consists of determining
for each required lightpath, a path across the physical topology and a wavelength to be
used to establish the lightpath. Clearly, the cost of providing a desired logical topology in
a given physical topology is affected by the algorithm used to solve the RWA problem. For
example, a cost-effective solution will minimize the number of wavelengths required in
the fiber to provide the desired logical topology.

In general, two scenarios are defined for the RWA problem. In the first scenario wave-
length continuity is required along the lightpath. This is the scenario in which wavelength
converters are not available in the network. In this case, once chosen, the wavelength of
the lightpath cannot be changed from fiber to fiber. The RWA problem with wavelength
continuity constraint is NP-complete [22]. In the second scenario, the wavelength conti-
nuity constraint is removed, and the RWA problem is greatly simplified. This is the sce-
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nario in which wavelength converters are available at the network nodes, and can be used
to change the wavelength of a lightpath along its path. However, it must be remembered
that wavelength converters are, at the moment, expensive components that significantly
increase the overall network cost.

Besides the single-hop approach, multihop optical networks have been proposed. Mul-
tihop optical networks permit routing of a connection using a concatenation of multiple
lightpaths, allowing O-E-O conversion of the optical signal at some “selected” intermedi-
ate nodes. Two advantages of multihop networking are: (1) reducing the span of the indi-
vidual lightpath to better cope with transmission impairments, e.g., fiber chromatic dis-
persion [24]; and (2) performing electronic traffic multiplexing at the nodes where O-E-O
conversion takes place [25]. By multiplexing multiple connections together at selected
network nodes, the multihop network yields more bandwidth-efficient solutions than does
the single-hop approach.

Figure 6.5 plots the network cost of a WDM ring network obtained using three ap-
proaches: First-generation optical network, single-hop network, and multihop network.
The network cost is a function of -y, which represents the cost ratio between a wavelength
mile and optical terminal (OT) cost. When y = 0 the terminal cost is predominant. When -y
= 1 the per mile wavelength cost is predominant. Network cost is normalized to the cost of
the multihop network. The trade-off between first-generation optical networks and the
single-hop network is clearly visible. The advantage of the multihop network over the sin-
gle-hop network is documented in the figure. More details on this subject can be found in
[25].

Another important aspect of static and semistatic lightpath networks is survivability.
This problem is considered of paramount importance, because a sudden network fault can
disrupt revenues of both network providers and network users at the same time. In gener-
al, a network is referred to as “survivable” if it provides some ability to restore ongoing
connections in the event of a catastrophic failure of a network component, such as a fiber
cut. Several approaches can be used to guarantee optical layer survivability [26]. Relevant
parameters of a survivable network are fast recovery time, contained network resource re-
dundancy, and simplicity of the recovery scheme.

A simple and fast protection scheme is represented by the self-healing WDM ring
[26]. This scheme provides optical protection against any single-cable failure in the ring
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Figure 6.5 Trade-off between first-generation (FG), single-hop (SH), and multihop (MH) WDM
ring design.
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topology. By deflecting optical signals into a second counterpropagating fiber, the
WDM ring can circumvent any single cable interruption or node fault. A recent study
[27] illustrates the use of multiple WDM rings in an arbitrary topology. In this approach,
a given arbitrary topology is covered with WDM rings. Lightpaths are then routed across
the WDM rings to create the desired virtual topology. In this manner, if a cable fails,
all lightpaths originally routed across that cable are rerouted using the WDM ring,
which covers the interrupted cable. A lightpath may require a cascade of rings to reach
the destination. The effect of the ring size (number of nodes) on the network cost is in-
dicated in Figures 6.6 and 6.7. Two cost factors are considered: the total wavelength
mileage required to create the virtual topology and the necessary spare resources in the
WDM rings as well as the number of crossconnect ports that are required to switch a
lightpath from one ring to another. As shown in Figure 6.6, the number of crossconnect
ports decreases as the maximum ring size increases. Ring size is defined as the number
of nodes connected to the same ring. The required wavelength mileage may be adverse-
ly affected by increasing ring size, as shown in Figure 6.7. With appropriate optimiza-
tion techniques, however, it is possible to mitigate resulting wavelength mileage in-
crease.

6.2.3.2 Dynamic Lightpath Networks With data traffic becoming predominant
over voice traffic, bandwidth flexibility is becoming a key feature in high-speed networks.
A way to obtain such bandwidth flexibility in the optical layer is to resort to dynamic
lightpath provisioning in which lightpaths are set up and torn down on demand. We refer
to this type of network as dynamic lightpath networks. In such networks, lightpath re-
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quests are expected to be generated frequently and to last for intervals of hours, minutes,
and even seconds.

Similar to wavelength routed networks, dynamic lightpath networks offer the advan-
tage of circumventing the electronic bottleneck of O-E-O at the transit nodes once the
lightpath is set up. In addition, it is now possible to continuously adjust the logical net-
work topology to best serve varying traffic patterns. The latter feature seems to be partic-
ularly suitable for today’s Internet traffic. Dynamic lightpath networks are also expected
to increase network utilization. When a lightpath is underutilized, it will be taken down,
thus releasing some network resources that may be used more efficiently by other newly
generated lightpaths.

Enabling technologies for dynamic lightpath networks include tunable transmitters,
tunable receivers, and switching capabilities of both OADMs and OXCs. In order to yield
satisfactory performance, the tuning and switching latencies required by these devices
must be a fraction of the lightpath lifetime.

As in the case of wavelength routed networks, various algorithms for solving the RWA
problem in the presence of dynamic lightpaths have been proposed. These can either re-
quire wavelength continuity or allow a lightpath to occupy distinct wavelengths on dis-
tinct network links [28]. Typical parameters that are optimized when creating lightpaths
dynamically are blocking probability—the probability that the lightpath request is blocked
due to unavailable resources—throughput, setup delay, and fairness.

Besides devising the appropriate RWA algorithm, a control protocol must be imple-
mented to set up and tear down lightpaths. Two approaches are possible: centralized and
distributed. In the centralized approach lightpath requests are sent to a controller node that
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has knowledge of the actual network configuration and decides whether resources are
available for setting up the requested lightpath. In the distributed approach network nodes
dynamically set up lightpaths utilizing a network state update protocol that discovers the
actual network configuration [28,29].

Several solutions have been proposed for the implementation of dynamic lightpath
networks. The optical network for regional access using multiwavelength protocols
(ONRAMP) project [30—-32] consists of a WDM physical ring architecture that recon-
figures the network logical topology by dynamically provisioning lightpaths between
network nodes. The objective of the ONRAMP project is to explore possible architec-
tures for the access network of the NGI. In the LightRing [33] a WDM ring multi-token
protocol is proposed that controls the distributed set up and tear down of lightpaths. In
the LightRing, access to each wavelength is regulated by a token dedicated to that chan-
nel. In a distributed way, nodes can grab a token and gain access to the token-corre-
sponding wavelength. A performance comparison between the centralized and the dis-
tributed approach can be found in [34]. Proposals by the IETF are based on adapting the
MPLS control plane to control the optical layer, e.g., OADMs and OXCs. This approach
is commonly referred to as MPAS, and more recently as GMPLS [35,36]. GMPLS per-
mits to dynamically set up and tear down lightpaths in arbitrary, mesh, and network
topologies.

Survivability is another important factor in dynamic lightpath networks. Due to the
dynamic behavior of the network, schemes that are flexible and able to adapt themselves
to network changes are preferred over fixed protection schemes previously described.
Recently, solutions for dynamic provisioning of reliable connections have been proposed
[37-43]. In these schemes, upon arrival of a request for setting up (tearing down) a con-
nection, both a primary and a backup path are established (torn down) and resources
along the network are reserved (released). Path calculation is based on network status in-
formation available at the source node upon arrival of the connection request. When re-
sources for either the working or the protection path are not available, the request is
blocked. Efficiency of the scheme (e.g., maximization of resource sharing, low connec-
tion request blocking) critically depends on signaling protocol convergence time. In par-
ticular, convergence time of the network status information at the nodes must be faster
than connection interarrival time. It must be noticed that providing (freeing) both pri-
mary and backup resources, when the circuit is created (torn down), may require con-
siderable signaling that may overload the control and management channel.

Restoration schemes have the potential to yield a more dynamic and less signaling de-
manding solution than protection schemes. Restoration schemes search for a secondary
(or restoration) path to reach the destination only upon failure of the working path without
reserving, in advance, any network spare resource. As depicted in Figure 6.8, depending
on the node that computes the secondary path, restoration schemes can be divided into
two classes: centralized restoration and distributed restoration. Depending on whether or
not the restoration paths are computed before the occurrence of the fault, restoration
schemes can be further divided in preplanned and real time [44].

Among the restoration schemes proposed so far for the WDM layer, alternate rout-
ing! (AR) [45] and distributed restoration algorithms (DRA) [46] are worth mentioning.
Real-time DRAs [46] best utilize network resources, as they search for the secondary
path only when the primary lightpath is disrupted. This approach may require heavy sig-

'Sometime referred to as diverse routing.
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naling when the network fault disrupts numerous connections (e.g., fiber cut), since
each disrupted connection will search for a secondary path independently of others. AR
schemes [45,47] are simple and provide fast recovery time by precomputing (yet not re-
serving) the secondary path for each active connection. Unless blocked due to lack of
resources, AR schemes yield a recovery time that is merely the time necessary to set up
the secondary path, which can be comparable to SONET-protection times, i.e., <50 ms
[45,47].

An intermediate solution that yields relatively fast restoration time and low blocking
probability is the class of stochastic preplanned restoration (SPR) schemes [48]. In the
SPR schemes, multiple restoration paths are precomputed for each active connection. Re-
sources along the precomputed restoration paths are not reserved. Upon failure of the
working path, one of the precomputed restoration paths is randomly chosen and activated.
The random selection is driven by the network status information available at the source
node at the moment of failure occurrence. The selection is made with the aim of reducing
the probability that the restoration path will be blocked due to lack of sufficient network
resources. Figure 6.9 reports three curves that represent expected restoration blocking
probability versus network load of three restoration schemes: AR, the SPR scheme with
proportional weighted path choice (SPR-PW) [48] and exact solution of the integer multi-
commodity maximum flow (MCMF) problem with centralized control. Solution of the
MCMEF problem represents the theoretical optimum (minimum restoration blocking prob-
ability) for any restoration scheme.

6.2.3.3 Optical Packet-Switching Networks Optical packet switching repre-
sents the ultimate frontier of all-optical networking. In this approach, packets are individ-
ually switched and routed in the optical domain. Statistical multiplexing of multiple data
streams can be achieved in this way, while circumventing the O-E-O conversion required
in conventional electronic packet-switching solutions.
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Figure 6.9 Restoration blocking probability versus network load of AR, SPR, and centralized
MCMF exact solution.

Depending on how the packet header is processed at the optical node, two approaches
are possible. In the quasi-optical approach, the packet header is converted to and
processed in the electronic domain for control purposes, i.e., determining the output port
intended for the arriving packet [49]. Packet payload remains in the optical domain. In the
all-optical scenario the entire packet, header included, remains in the optical domain.
Header processing can be performed by optical gates [50, 51].

With today’s available technologies, neither the quasi-optical nor all-optical approach
is mature, due to a number of open challenges. Some of these challenges are discussed
next.

Optical packet switching imposes very stringent requirements on the optical switching
node. The optical node must be able to perform some basic functions, including packet
synchronization, header detection, buffering, switching, and routing in the optical do-
main. Since fast optical memories are not available, both synchronization and buffering
require the use of cumbersome fiber delay lines (FDLs). Buffers can be implemented us-
ing feedforward and feedback delay-line structures [7, 8]. In the former case, an optical
packet can be delayed (or stored) in the same FDL only once. In the latter case, an optical
packet can be circulated many times in the same FDL. Header detection requires some
form of packet framing and fast clock recovery of the incoming signal. The optical switch
used to route the packet to the intended output port must have a switching time that is a
fraction of the packet transmission time. Optical switches capable of switching in
nanoseconds or subnanosecond intervals are bulky and expensive.

Some of the open issues in optical packet switching have been extensively studied
over the past decade [52]. While research on all-optical header processing is still fo-
cused on enabling devices, the quasi-optical approach has been investigated in a number
of network test beds, e.g., the Defense Advanced Research Projects Agency
(ARPA/DARPA) sponsored contention resolution by delay lines (CORD) [53], the
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Figure 6.10 Deflection probability in an optical packet-switching node versus the number of fiber
delay lines used as buffer.

European Asynchronous Transfer Mode Optical Switching (ATMOS) [54], keys to opti-
cal packet switching (KEOPS) (Advanced Communications Technologies and Services
(ACTS) funded) [55], and wavelength switched-packet network (WASPNET) [56]
(Engineering and Physical Sciences Research Council (EPSRC) funded). These projects
have demonstrated the feasibility of optical packet switching, but not yet produced prac-
tical, off-the-shelf solutions.

An example of results obtained in these studies is found in Chlamtac and Fumagalli
[57], in which a 2 x 2 switching node is proposed to optically store and forward packets of
fixed size. A number of fiber delay lines are used in the switch to delay the arriving pack-
ets and resolve contention that may arise when two simultaneously arriving packets select
the same output fiber. Three switch architectures are proposed and compared: OSU-I, a
feedback architecture in which packets can circulate within the switch indefinitely; OSU-
11, a feedforward architecture based on 3 x 3 optical switches; and OSU-I1I, a feedforward
architecture based on simpler 2 x 2 optical switches. Figure 6.10 reports the packet de-
flection probability (i.e., packet is deflected to the wrong output fiber due to the lack of
available delay lines) achieved by the three architectures versus the number of delay lines
used in the switching node. Two control strategies are compared: FIFO and care packet
first, don’t care packet last (CFDL).?

2A packet is referred to as “don’t care packet” when either of the output fibers can be used to reach its final des-
tination using the minimum number of hops.
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6.2.3.4 Optical Burst Switching Networks A possible intermediate solution be-
tween dynamic lightpath networks and optical packet-switching networks is represented
by optical burst switching (OBS) networks [58,59]. An optical burst consists of the aggre-
gation of multiple packets and may contain several megabytes worth of data that is assem-
bled at the edge switch or router. Once constructed, the burst is transmitted across the net-
work optically, by utilizing a one-way reservation mechanism, i.e., the burst transmission
is announced by a control message that is followed by the actual burst transmission. An
offset time may be used between the control message that announces transmission of the
burst and the actual burst transmission. Offset time allows the switching node to learn
about the arriving burst and prepare for the appropriate switching and routing of the in-
coming burst.

The aim of OBS is to achieve statistical multiplexing without requiring some of the
complex functions needed in optical packet switching networks. With OBS, switching
time is relaxed and optical buffers can be avoided by using contention-free burst transmis-
sion scheduling [60]. Many studies have been conducted on this recently introduced con-
cept, also indicating the possibility to integrate OBS with MPLS and generate the so-
called labeled OBS (LOBS) [58].

One solution recently proposed to transmit optical bursts in WDM rings is presented in
[61]. LightRing multitoken control (see Section 6.2.3.2) is adopted to transmit data bursts.
Upon reception of a token, a source with an outstanding data burst ready to transmit,
checks the resources available on the token-related wavelength. If no other transmission is
ongoing on that wavelength, between the source and the destination, the token is released
to the downstream nodes to announce transmission of the burst (which follows immedi-
ately after the token release). Since a burst transmission can occur only when a token is
acquired, all transmissions are guaranteed to be contention-free, and the efficient “tell-
and-go” reservation can be used, i.e., reservation of network resources and beginning of
burst transmission occur simultaneously. Figure 6.11 plots the saturation throughput
achieved by the LightRing reservation protocol versus the expected burst size in a 80-km
ring. The total ring bandwidth (320 Gb/s) is evenly divided over W wavelengths. Figure
6.12 plots response time which includes access and transmission time versus expected
burst size. Some values of W yield response times that are only marginally affected by
burst size.

6.3 PROTOCOL ARCHITECTURES, SIGNALING AND FRAMING
TECHNIQUES FOR THE OPTICAL INTERNET

The phenomenal advances in optical technologies are not only driving evolution of the OI,
they are also fostering progressive evolution of the TCP/IP protocol stack to cope with the
new gigabit speed scenario. At its origins, the Internet was built on unreliable and low-
speed links, thus presenting not only congestion problems but also physical layer errors
(bit error rate (BER)). Consequently, the original TCP/IP stack is oriented toward provid-
ing a reliable best-effort datagram delivery service. Soon it became clear that facilities
provided by the unreliable network layer and the end-to-end TCP would not suffice to sat-
isfy the increasing demand for multimedia services that require guaranteed QoS from the
network lower layers.

ATM was adopted as a link layer that provides on-demand bandwidth to the IP flows
by means of switched virtual circuits (SVCs). The SVCs are meant to be set up in a dy-
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namic fashion in accordance with certain traffic flow descriptors provided by the IP. How-
ever, the complexity of provisioning dynamic bandwidth at the ATM link layer led the
evolution of ATM to a mere static link layer. Nowadays, ATM permanent virtual circuits
(PVCs) are commonly used to create links between IP routers. Such PVCs provide a con-
stant bandwidth connection between routers. It must be pointed out that the ATM cell seg-
mentation of the IP packet generates bandwidth inefficiency due to ATM cell headers
(roughly 10%) and a significant processing burden that leads to an increase in overall net-
work hardware cost.

In the attempt to guarantee a reliable physical layer for telephony applications, SONET
and SDH standards were introduced. The SONET/SDH layer provides a reliable physical
layer that the ATM layer can operate on. This includes operations and maintenance
(OAM) features such as link protection. More recently, introduction by the ITU-T and
IETF of, respectively, the OL (see 6.2.2) and the MPLS architecture [62], has led to the
network layering depicted in Figure 6.13.

With the introduction of reliable protocols at the OL (e.g., second-generation optical
networks) and guaranteed QoS at the IP layer (by means of MPLS), it appears that the
complex multilayering architecture depicted in Figure 6.13 is no longer necessary. Some
layers may be discarded to simplify the overall protocol stack and reduce network cost. In
this section, we outline the evolution of OI layering by describing a number of possible re-
alizations of IP on top of, respectively, first- and second-generation optical networks (see
Figure 6.14). As part of the first-generation optical Internet we classify the IP over
SONET standards and [P over Gigabit Ethernet. The second-generation optical Internet
includes IP over WDM architectures, e.g., MPAS.

6.3.1 The First-generation Optical Internet: IP over First-Generation
Optical Networks

We consider as first-generation optical internet the IP architecture based on FGONSs.
FGONSs provide static point-to-point optical channels between physically adjacent 1P
routers. IP routers perform electronic processing of packets. The research effort in this
scenario is focused on implementation of the interface between the IP and the OL that
provides efficient encapsulation of IP datagrams. Both the /P over SONET and IP over
Gigabit Ethernet standards are possible candidates for the interface between the IP and
the optical domain.

6.3.1.1 IP over SONET The rationale of IP over SONET is to simplify the protocol
stack, shown in Figure 6.14, by removing the ATM layer. By encapsulating IP datagrams
directly on top of SONET, bandwidth efficiency is increased and the processing burden im-
posed by the ATM packet segmentation and reassembly avoided. However, a link layer pro-
tocol is still needed for packet delineation. Figure 6.15 illustrates how the IP packet is en-
capsulated in the SONET frame. Since SONET provides a byte-oriented stream service, the
IP datagrams have to be delineated with a layer 2 header/trailer before being transmitted.

Current standards propose the use of HDLC-framed PPP for layer 2 framing as de-
scribed in RFC 1662/2615 [63, 64]. Figure 6.16 shows the IP datagram HDLC-framed
PPP encapsulation for POS, as recommended by the standard. The figure also shows the
packet delineation flag that requires byte stuffing.

Two potential drawbacks may limit the application of IP over SONET architectures
[65].
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First of all, the use of flag 0x7E requires that the escape sequence 0x7D 0x7E is intro-
duced in the PPP payload. Escaping a flag at gigabit rates becomes a performance bottle-
neck and may limit maximum transmission rate of the protocol. In addition, a malicious
user may try to artificially increase the datagram length by arbitrarily inserting flag 0x7E.
In doing so, the malicious user may trick the scheduling mechanisms? at the IP layer that
sets the precedence of a certain packet over others based on the datagram size.

Second, the data scrambling provided by SONET has been shown to be insufficient.
The SONET scrambler uses a simple 7-bit pseudorandom sequence,* which is XORed

3WFQ is an example of one well-known and widely used scheduling mechanism.
4+ x0+x7
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Figure 6.14 Evolution of the Internet protocol stack.

with the data in order to suppress long sequences of zeros or ones. Such long sequences of
zeros and ones must be removed because they may deactivate the link due to loss of frame
(LoF) or loss of signal (LoS) SONET alarms. When transmitting datagrams, the probabil-
ity of still having a long sequence of zeros or ones after SONET scrambling is not negligi-
ble. An additional scrambling mechanism is thus required. At high speeds, scrambling be-
comes a major issue because it introduces some processing delay that can make
user-perceived throughput decrease.

Due to the aforementioned drawbacks, the so-called POS standards are difficult to
scale beyond OC-48 (2.5 Gb/s). To circumvent this speed limitation, other proposals for
IP over SONET have been introduced, such as the PPP over SDL standard (RFC 2823)
proposed by Lucent [66]. Figure 6.17 shows the IP frame encapsulated with PPP over

IP Datagram

W/ %% %% Layer 2 trailer

Layer 2 Header

Section Path Packet Over SONET
and Overhead
Line 1x 9 bytes
Overhead
9x9 bytes
Payload
260 x 9 bytes

SONET STS-3C frame (125 microseconds)

Figure 6.15 Packet encapsulation in IP over SONET.
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SDL. In PPP over SDL link synchronization is achieved by means of an algorithm that is
similar to 1.432 ATM HEC delineation. Instead of searching for a flag (0x7E), as it is done
in POS, the receiver calculates CRC over a number of bytes until it “locks” to a frame.
When this happens, packet delineation is achieved and the receiver enters the SYNC state.
In addition, data scrambling is performed with a self-synchronous x** + 1 scrambler or an
optional set—reset scrambler independent of user data. This makes it difficult for the mali-
cious user to break SONET security.

Finally, it must be noted that the performance of IP over SONET, both in POS and PPP
over SDL, is highly dependent upon IP packet size. Assuming that no byte stuffing (escap-
ing 0x7E flags) is required and a 16-bit frame check sequence is adopted, the POS overhead
is 7 bytes. For example, for a SONET layer offered rate of 2404 Mb/s (OC-48) the user-per-
ceived rate on top of TCP/UDP is 2035 Mb/s for an IP packet size of 300 bytes.

6.3.1.2 IP over Gigabit Ethernet Gigabit Ethernet is another candidate link layer
for the transport of IP packets at Gb/s rates, especially in the access network [67]. There
are two possible configurations for a Gigabit Ethernet: hub and point-to-point link. The
latter is particularly attractive to provide access links to Gb/s users or links between giga-
bit routers. It must be noted that Gigabit Ethernet provides the service of an Ethernet card
at Gb/s rates, i.e., asynchronous packet transport with no QoS discrimination.

In order to scale Gigabit Ethernet beyond 1 Gb/s [68] a number of solutions are being
considered that are based on the principle of inverse multiplexing. For instance, a 10-Gb/s
stream (OC-192) could be demultiplexed into four OC-48 streams (2.5 Gb/s) or eight
1.25-Gb/s streams, which could be transported by means of distinct wavelengths using 1-
Gb/s Gigabit Ethernet as the link layer.

More recently, 10 Gigabit Ethernet® uses [EEE P802.3ae to create an new standard that

Shttp://www.10gea.org
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still uses the IEEE 802.3 Ethernet MAC protocol with the same frame format and mini-
mum and maximum frame size. The 802.3ae specification contains many technical inno-
vations such as the definition of two different physical layer (PHY) types: the LAN and
WAN PHY. The latter uses 64B66B encoding and SONET framing, and may be used for
distances up to 40 km using single-mode fiber (1550 nm). The standard was approved at
the June 2002 IEEE Standards Board meeting.

Finally, a new Internet Draft was issued recently [69] with a proposal for virtual con-
catenation of SONET envelopes. The aim is to provide an efficient way to carry
Ethernet tributaries using SONET payloads. By allowing concatenation of envelopes at
a given SONET hierarchy level, SONET bandwidth allocation granularity is improved to
match the bandwidth required by Ethernet. For example, multiple VT1.5 payloads can
be concatenated to produce a VT1.5-nv channel. By concatenating multiple VT1.5, it is
then possible to reserve bandwidth from a 3.2-Mb/s (n = 2) channel to a 102.64-Mb/s (n
= 64) channel. The latter can be used to accommodate a 10/100-Mb/s Ethernet trans-
mission.

6.3.2 The Second Generation Optical Internet: IP over Second-Generation
Optical Networks

The second-generation optical Internet, also commonly referred to as IP over WDM,
represents a step forward in offering a high-speed efficient approach to provisioning IP
services on top of OL. As described in Section 6.2.3.2, second-generation optical net-
works may provide dynamic resource allocation at the OL. A higher degree of flexibili-
ty is thus achieved when compared to the first-generation optical Internet, since optical
bandwidth can be more efficiently handled by the client IP layer. Consequently, some of
the intermediate layers between the IP and OL shown in Figure 6.13, e.g., ATM and
SONET, are no longer necessary. In summary, two major benefits may derive from the
use of IP over WDM: reduced network complexity and overhead and higher bandwidth
flexibility.

Two possible approaches for IP over WDM are currently being debated: the overlay
model and the peer model [70].

The overlay model provides two distinct control planes, one at the IP layer, the other at
the OL. The overlay model is pushing the evolution of OI toward flow switching solutions,
such as MPLS, which serve the purpose of simplifying IP routing and performing traffic
engineering. Scheduling mechanisms are used to provide the transmitted IP packets with
differentiated QoS on top of either static or dynamic WDM layers.

The peer model assumes that the IP layer and the OL are managed by a single control
unit which has complete visibility of all network resources. The peer model is driving In-
ternet evolution toward the so-called MPAS, which allows setup and tear down of optical
circuits (lightpaths) on demand, to achieve efficient use of OL resources while circum-
venting the FGON electronic bottleneck.

6.3.2.1 IP over WDM Overlay Models: Flow Switching and Gigabit Routers
The IP over WDM overlay model assumes that the IP and WDM layers are completely de-
coupled. The optical network is viewed as an autonomous system (subnetwork) (AS) that
provides connectivity to edge IP gigabit routers, as shown in Figure 6.18. The edge
routers act as border domain gateways, and provide connectivity edge-to-edge. Such con-
nectivity is reported to the rest of the Internet by means of BGP messages. Within the op-
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Figure 6.18 Overlay model.

tical subnetwork a different routing protocol (Interior Gateway Protocol (IGP)) may be
used (e.g., OSPF), which is similar to what is done in conventional ASs.

Besides end-to-end static or semistatic lightpaths, the optical network can provide flow
switching mechanisms, e.g., lightpaths on-demand or burst switching. In the latter case the
IP layer acts as a client of the OL, which is capable of providing “on the fly” resource allo-
cation upon request. A clear advantage of the overlay model is the fact that future technol-
ogy advances that will take place at the OL will not require any change of the IP layer.

The two key elements of this architecture are the concept of flow switching and gigabit
routers.

Flow Switching The idea of QoS discrimination at the link was originally introduced
with the IP over ATM architecture. A network of ATM switches may provide point-to-
point on-demand circuits (SVCs) in order to transport IP flows or flow bundles. As al-
ready mentioned, the use of ATM translates the problem of high-speed packet scheduling
from one layer (the IP) to another (the ATM). Even though the use of fixed-size cells
serves the purpose of simplifying the task, the switching and scheduling mechanism are
far too elaborate for a practical implementation. As a result, current ATM implementa-
tions provide a simple static link layer to the IP.
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In flow switching, the link layer is required to provide both flexible and efficient band-
width allocation schemes and flow recognition and characterization mechanisms. The
edge router must determine the flows required for a given traffic, either by automatic de-
tection or explicit user indication. The scheduler must decide the amount of network re-
sources that must be assigned to each flow, namely, buffer capacity and bandwidth. A
number of proposals have been generated to address the flow assignment problem. In
these proposals, either the IP destination address, subnetwork identifier, or HTTP file size
are used to determine which flow is to be used [71, 72].

As will be shown later, most IP flows are actually short in size and duration, a fact that
makes per-flow resource allocation and flow recognition a complicated matter. As a result,
most flow-switching solutions existing nowadays are tag-switching solutions, e.g., the
Cisco Tag Switching [73] and the MPLS [74]. Tag-switching solutions assign a tag to an
incoming packet at the network edge so that subsequent routers perform the routing based
on tag value. Tag switching is efficient and flexible. For instance, tag routing tables can be
drastically simplified by addressing a set of destination subnetworks using a single tag.
Traffic engineering of aggregated flows is possible which circumvents the problem of per-
flow traffic engineering and related short time scale. For example, traffic engineering can
be done at the subnetwork granularity. In this scenario all the connections terminating at a
particular set of destination subnetworks are assigned the same tag. Suppose, for instance,
that a large fraction of TCP connections from a European country are directed to U.S.
servers. A tag is assigned to the corresponding IP packets in order for the edge routers to
mark the packets as “directed to the US.” Routers subsequently encountered by the trans-
mitted packets will eventually route the packets to the transcontinental link by simply in-
specting their tag.

On the other hand, separate resources may be assigned to the multiplexed TCP connec-
tions, resulting in segregation of flows directed to a given destination. A network operator
could, for instance, assign different tags to different ISPs. Each tag is then assigned a de-
sired capacity, as indicated by the corresponding peering agreement. Finally, a class of
service (CoS) field in the MPLS tag allows one to define classes of service at the flow
granularity and treat the various flows accordingly. For a detailed description of MPLS,
the reader is referred to Chapter 3.

IP Gigabit Routers The edge routers of the optical subnetwork are often referred to as
gigabit routers. Design of IP gigabit routers is oriented toward providing more efficient
routing table lookups so that packets and MPLS flows can be handled with minimum pro-
cessing time. Gigabit Routers can be classified into three major families: centralized, de-
centralized, and parallel (see Figure 6.19).

The centralized router uses a single routing engine. The approach is simple, but the sin-
gle routing engine may become a bottleneck. The decentralized router replicates the rout-
ing engines in the multiple line cards. If a certain route is not found in the line card rout-
ing table, the master engine is requested to handle the packet. Packets may be routed out
of order due to possible delay variations that originate during update of the line card ta-
bles. The parallel router provides a parallel architecture at both the master and line card
levels. The parallel architecture improves table lookup time at the cost of elaborate
schemes for consistency control at high speed.

In general, the design of efficient lookup algorithms is of fundamental importance in
realizing gigabit routing. Such algorithms fall into a search algorithms area that has been
extensively studied over the last years. A large number of search algorithms have been
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Figure 6.19 Gigabit router families.

proposed that are based on tree structures. They provide specific search optimization
mechanisms at each tree level, e.g., trees with hashing tables. Tree levels can be com-
pressed or segregated to improve the lookup time upon specific input traffic patterns. Fur-
thermore, use of caches and content addressable memories (CAMs) also provide fast re-
sponse times for the most frequently accessed (hot) routes. The quality of a particular
algorithm is measured by the search complexity as the number of entries in the table
grows. A selection of the most popular algorithms [75-80], together with the associated
complexity, is shown in Table 6.1.

6.3.2.2 IP over WDM Peer Models: Multiprotocol Lambda Switching and
WDM Gigabit Routers The introduction of MPLS tag switching and its advantages
has paved the way to more recent proposals that suggest the use of the MPLS control
plane for controlling the OL. Use of MPLS Traffic Engineering Control to configure
OADMs and OXCs has been proposed by IETF to solve the problem of finding a distrib-
uted management protocol, the so-called MPAS [81], that dynamically sets up and tears

Table 6.1 Search Complexity for Several Lookup Algorithms

Algorithm Complexity
Binary search O(log N+ W)
Patricia-trie ow?)
Dynamic prefix tree om)
LC-tries Oo(Wrk)
Multiresolution compressed tree O(log, N+ 1)
Hash table O(log W)
Content addressable memory O(W/k)
Tree + hash table O(W/k)

Note: W: bits per address, k: constant factor.
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down lightpaths. A further step is represented by the proposed generalization of the MPLS
control plane to manage legacy equipment, e.g., SONET crossconnects and add-drop
multiplexers. This most recent proposal is referred to as GMPLS [35].

In the MPAS framework, IP and WDM layers are not independently overlayed. On the
contrary, their devices are now considered as peers within the same physical network
topology. As a result, IP routers are able to directly set up lightpaths in the physical net-
work topology as they deem appropriate. For this reason, this model is known as the peer
model (see Figure 6.20).

In simple words, the network configuration is similar to the standard MPLS network
with the difference that the core MPLS routers are replaced by OXCs equipped with MPLS
control plane. These OXC’s are commonly referred to as Lambda Switch Routers (ASRs)
(see Figure 6.21). The MPLS control plane can thus define an LSP that actually consists of
a lightpath. At the MPAS network edge there are MPAS edge routers capable of aggregat-
ing IP input packets to be transmitted over the same lightpaths (the functionality is the same
one provided by conventional MPLS edge routers in MPLS networks). However, the novel-
ty is twofold: the created LSP, or lightpath, has a predetermined capacity (that is the trans-
mission rate determined by the lightpath transmitter and receiver) and the traffic carried by
the lightpath is completely orthogonal with respect to other lightpaths.

Many similarities exists between LSRs and OXCs [81]. Both LSRs and OXCs decou-
ple the control plane from the data plane. The LSR data plane is based on label swapping
to forward a packet from source to destination, whereas, the OXC data plane utilizes
switching matrices. LSR performs label switching by mapping the pair (input port, input
label) onto the pair (output port, output label). OXC maps (input port, input optical chan-
nel) onto (output port, output optical channel). The previous relations are determined by
the control plane and are locally activated by a switch controller. The LSR control plane is
used to discover, distribute, and maintain relevant state information associated with the
MPLS network and instantiate and maintain LSPs. Similarly, the OXC control plane is

IP router

Lambda switch router

Figure 6.20 Peer model.
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Figure 6.21 Lambda switch router.

used to discover, distribute, and maintain relevant state information associated with the
OL and establish and maintain lightpaths.

The main difference between LSRs and OXCs is that OXCs are not able to perform
packet level processing (e.g., aggregation and grooming), whereas, LSRs are electronic
datagram devices that can perform packet level operations in the data plane. Another dif-
ference is that while in the LSR the forwarding information (tag) is carried by each indi-
vidual packet. In the OXC the tag is carried, implicitly, by the lightpath’s wavelength. Fi-
nally, in-band signaling is only possible in MPLS networks, whereas, in MPAS networks a
separated control channel is necessary to perform out-of-band signaling.

In summary, the peer model approach is based on just one instance of routing and sig-
naling protocols for both the electronic and optical domains. IP routing protocols (e.g.,
IGP such as OSPF) are used to calculate the routes and a link state advertisement (LSA)
protocol distributes network state information to the network nodes. Signaling and reser-
vation of network resources for lightpath (LSP) setup are based on MPLS signaling proto-
cols, such as adaptations of RSVP-TE and CR-LDP [35, 82]. For network resilience, the
peer model exploits the same schemes used by MPLS [26], e.g., end-to-end path restora-
tion, path and line protection.

The MPAS peer model presents advantages and disadvantages when compared to the
overlay model. It offers a framework for optical bandwidth management and provides
real-time lightpath provisioning. It facilitates the coordination between IP network ele-
ments and optical network elements by resorting to the same control protocol plane used
in data (MPLS) networks. It yields seamless interconnection of IP and optical networks,
in accordance with the notion of second-generation optical Internet. However, it requires
routing information that is specific to optical networks to be known by the IP routers. As a
result, it requires a joint evolution of both the OL and the IP control plane. It is therefore
expected that, from a practical point of view, the peer model is going to be less suitable
than the overlay model for near-term deployment [70].

Finally, it is worth mentioning that although most of the solutions proposed so far to
combine the IP layer and the OL are based on the concept of switching packets electroni-
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cally and routing aggregated flows optically by means of lightpaths, some initial attempts
have been made in the direction of optical packet switching. For example, WDM gigabit
routers [83] combine optical switching and WDM transmission techniques to yield WDM
optical packet switching. As in the case of IP gigabit routers, the main functions to be per-
formed are packet routing (decide the packet route based on available network topology
information), packet forwarding (routing table lookup and assignment of the packet to an
output port), and packet switching. While efficient routing and switching mechanisms can
be inherited from IP gigabit routers, the real bottleneck for WDM gigabit routers arises at
the forwarding level. The high aggregate transmission rate of the wavelengths sets chal-
lenging objectives for routing table look-up. As mentioned in Section 6.2.3.3, an addition-
al practical problem is represented by realization of inexpensive optical memories.

6.4 TRAFFIC ENGINEERING IN THE OPTICAL INTERNET

One of the open issues of Ol is how to make the phenomenal amount of bandwidth supplied
by the OL available to Internet applications. Available technologies in SGON provide only
static lightpath configurations in which Gb/s connections are setup by management proce-
dures. Such static lightpaths are used to transport a high-level traffic multiplex.

An open problem in SGON is to identify simple mechanisms that offer multiple granu-
larities in bandwidth allotment at the optical layer (on-demand lightpaths, burst-switch-
ing, optical packet switching). In order to effectively use any of the aforementioned mech-
anisms, a good understanding of Internet traffic characteristics at the IP flow level is
required.

In particular, at the coarsest level of aggregation (static lightpath), it is necessary to un-
derstand traffic characteristics obtained when a large number of flows are multiplexed. At
a finer aggregation levels (burst switching, optical packet switching) a detailed character-
ization of IP flows is mandatory.

In this section we first describe some basic concepts of traffic self-similarity which is a
property of high-level multiplexed Internet traffic. Then, we present a flow level analysis
based on collected traffic traces. In conclusion, we analyze the impact of such properties
on the specific scenario of the OI.

6.4.1 Self-Similarity

It is widely recognized that the multiplexing of many Internet traffic sources differs sig-
nificantly from other well-known types of multiplexed traffic, such as multiplexed voice
sources [84, 85]. Indeed, in contrast with voice traffic, that is Poisson modeled, Internet
traffic presents self-similar characteristics.

A stationary stochastic process in discrete time X = {X,, t = 0} = {X}, X,, . . .} is called
“asymptotically second-order self-similar” with “Hurst parameter /™ if for all k£ = 1 [86]

1
2
where, p™(k) is the lag k autocorrelation of the aggregated process S = {X{™} = {X{"),
(m)
LRSI

lim p(k) = —[(k + 1 =282 + (k- 1)°"] (6.1)

1
S = — Kt + 0 H Xy, 1= 62)
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For 1/2 < H < 1, this means that correlation p(k) decays to zero so slowly that [87],

zk: p(k) = oo (6.3)

In simple words, process X has long memory or long-range dependence. In the specif-
ic case of the Internet traffic, such long-range dependence is observed in the packet-
counting process, X, (Figure 6.22), defined as the number of data bytes transmitted over a
fixed time interval—& ms [84,85].

As a consequence of the slow decay of the autocorrelation function, the overflow prob-
ability at intermediate router queues heavily increases when compared to a process with
independent increments (Poisson). In Erramilli et al. [88], an experimental queueing
analysis with long-range dependent traffic compares an original Internet traffic trace with
a shuffled version of the same, i.e., with destroyed correlations. Results show a dramatic
impact on server performance due to long-range dependence.

As a visual example, the packet counting process in time scales of 1, 10, and 1000 ms
obtained from both a collected Internet traffic trace and a Poisson process is shown in
Figure 6.23. We note that while the Poisson process (independent increments) tends to
smooth out as the time scale of observation increases, the real traffic sample does not. Since
X, shows the long-range dependence of the Internet traffic trace, variance of the aggregate
process X" does not decay with the inverse of the number of samples aggregated (m).

The effect of slowly decaying variance can be observed by plotting the variance of the
aggregated process S versus m (aggregation level) in log-log scales (Figure 6.24). For a
Poisson process (independent increments) variance decays with the inverse of the number
of samples (aggregation level), as predicted by the Central Limit Theorem. Instead, due to
the effect of long-range dependence, decay of Internet traffic trace variance is slower than
the independent case. As a result, Internet traffic trace shows significant burstiness at any
time scale, not only at small time scales. We note that bursts of traffic are observed even at
time scales of 1 s (see Figure 6.23). Such large bursts cause buffer overflow situations that
are not captured by Poisson input traffic models.

6.4.1.1 Causes for Long-Range Dependence While there is considerable de-
bate about long-range dependence causes [84, 85, 89-91], Willinger et al. [91] showed

Figure 6.22 Packet-counting process (X,).
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Figure 6.24 Variance-aggregation plot (Log(Var(5™)) versus Log(m)).

that the multiplex of on—off sources with heavy-tailed on-off periods (Figure 6.25) turns
out to have self-similar properties [84, 85, 89, 91]. Furthermore, Tsybakov and Georganas
[86] showed that as long as the on-period of the individual connections is heavy-tailed, the
resulting traffic multiplex is asymptotically second-order self-similar, even though the
connection arrival process is Poisson.

A heavy-tailed random variable, R, has a distribution tail

o
PR<r)=1- - 6.4)

where « takes on values 1 < a < 2. The resulting random variable has finite mean but infi-
nite variance. Parameter « in Equation (6.4) is related to the Hurst parameter H as follows
[86]:

(6.5)

Values of H in the range 1/2 < H < 1 indicate long-range dependence. Such H values cor-
respond to « values in the range 1 < a <2.

The Poisson-arriving heavy-tailed bursts hypothesis for long-range dependence can
be verified empirically. At the Public University of Navarra the data traffic of a large

b —

t

Figure 6.25 Multiplex of on—off sources.



6.4 TRAFFIC ENGINEERING IN THE OPTICAL INTERNET 319

multiplex of Internet users (1500 hosts), which share IP over ATM access links [92], has
been analyzed. Traffic trace, recorded in February 2000, clearly reveals that WWW traf-
fic is dominant. Indeed, TCP traffic percentage equals 99% in bytes transmitted, 82.8%
of which (96.9% of the total number of TCP connections) are WWW connections. A de-
tailed analysis of TCP connections recorded in the trace, focusing on arrival process and
connection holding time, was performed. Hourly intervals in the morning, afternoon,
and evening were observed, generating the plots reported in Figure 6.26. The plots re-
port the survival function of connection interarrival time (S(x) = P(X > x)) in log-linear
scale. The almost straight lines shown in the figure indicate that interarrival times are
best modeled by an exponential random variable. Since users’ traffic is independent of
one another, the aggregate arrival process can be assumed to be Poisson.

Figure 6.27 and Figure 6.28 report survival functions as a function of the connection
size (in bytes) and duration of the connection (in seconds) in log-log scale. The survival
function of the heavy-tailed random variable defined in Equation (6.4) yields a line of
slope —a when plotted in log-log scales. By plotting the distribution tail least-square re-
gression line in both figures, estimated values of @ = 1.2 and a = 1.15 were computed for
size and duration, respectively. Such values are in accordance with previous studies that
report values of 1.1 and 1.2 [93].

The results in Figure 6.26, 6.27, and 6.28 show that the traffic multiplex can indeed be
modeled as a multiplex of Poisson arriving heavy-tailed bursts. TCP connections show a
Poisson behavior in the arrival process since they originate from a multiplex of traffic
originating from a large number of independent users. On the other hand, the heavy-tailed
nature of connection size and duration is due to the fact that Internet file sizes can be

1 T T T T T
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< 0.01
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Figure 6.26 Survival function of connection interarrival time.
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modeled by a Pareto random variable (see Equation (6.4)). Pareto random variables show
infinite variance whenever 1 = o = 2 and seem to be satisfactory models of the number
of pages found in a book randomly chosen in a large library. The intuitive interpretation of
this result is that file sizes in the Internet show a large variability, since there are a myriad
of files that range from plain text to large video clips.

6.4.2 Flow Level Analysis

Considering that the most likely evolution of the OI in the near future is toward providing
dynamic bandwidth allocation at the OL to support IP flows, a traffic analysis at the flow
level is in order. Macroscopic analysis of traffic trace clearly indicates that the traffic
sample is dominated by short TCP connections. Figure 6.29 reports the top 10 TCP ports
sorted by number of connections and transmitted bytes. Note that some services generate
a significant number of connections, each consisting of few bytes, such as AUTH(113),
LOGIN(49), and DNS over TCP(53). However, some of the latter services are not among
the top services in number of bytes transmitted. The AUTH service is normally used in
conjunction with FTP, in order to allow anonymous FTP servers to authenticate the client.
On the other hand, other services, such as Hotline (5501), consume a significant share of
network resources (third in the amount of generated bytes) with very few connections
(only 181 in a week). Hotline integrates multiple services, such as chat, file transfer, and
news in the same session. As a result, the transfer of large files produces a significant
amount of bytes transmitted by Hotline connections.

Traffic trace is dominated by the WWW with 80% of the total traffic in the amount of
bytes, and 90% in the number of connections. We observe from Figure 6.29 that WWW
uses port 80 for direct TCP connections and usually port 8080 for proxy WWW connec-
tions. The WWW is followed at a considerable distance® in bytes generation by the FTP
(port 20 for data and port 21 for control) and Hotline, which is quite similar to FTP due to
the file-transfer nature of both services. A small percentage of transmitted bytes are due to
mail retrieval through POP3 (port 110), mail upload from client to server with SMTP
(port 25), virtual terminal services like Telnet (port 23), and secure transactions with
HTTPS} protocol (port 443). Table 6.2 presents some connection level statistics for the
most popular services found in the trace. We note that WWW connections are small in
size, with mean equal to 7.5 kB and 99% percentile equal to 70 kB. We also note a strong
asymmetry in bytes transferred from server to client with respect to bytes from client to
server, except for SMTP.

In conclusion, this analysis shows that most of traffic trace is dominated by short TCP
connections due to WWW), also noted in recent studies, such as Miller et al. [94]. Such
short TCP connections pose significant challenges regarding traffic engineering at the
OL. As opposed to voice calls, whose call holding time justifies the use of a switched vir-
tual circuit per call, per-flow switching in the OI is not practical except for a small per-
centage of connections. Thus, some flow aggregation mechanisms become necessary.
While some proposals exist in the literature regarding per-port, subnetwork, or pair ori-
gin—destination address, finding an adequate flow-switching solution in the OI still re-
mains an open issue.

“Note the logarithmic scale in the y-axis.
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Table 6.2 Number of Bytes and Duration of Connection

Bytes per Connection Bytes per Connection Duration
Service Cli — Serv Serv — Cli (s)
WWW 551 7,552 17.2
SMTP 26,394 490 40.0
POP3 69 21,494 17.1
FTPdata 0 227,603 10.6

Telnet 339 12,212 148.4
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Figure 6.30 Average queue delay versus throughput for (1) Internet trace, (2) Poisson arrival of
packets with exponentially distributed length, and (3) Poisson arrival of packets with deterministic
length.

6.4.3 Impact on Optical Internet Traffic Engineering

From the previous section it is clear that long-range dependence of Internet traffic pro-
duces significant burstiness at any time scale. Such burstiness impacts queueing perfor-
mance at intermediate routers. Figure 6.30 reports the average queue delay versus
throughput curves obtained for (1) Internet trace, (2) Poisson arrival of packets with expo-
nentially distributed length, and (3) Poisson arrival of packets with deterministic length. A
dramatic performance degradation is experienced for Internet trace, which is due to the
aforementioned long-range dependence effect.

An analytical expression of an infinite-queue single-server system under self-similar
input’ is presented in Norros [95]. The survival function of packet delay in the system is
given by

< explLE=m 22H>

P(X > x) exp( k(e 2m? X (6.6)

where C is the link capacity, m is the input traffic mean rate, ¢, = o/m is the standard devi-

ation divided by input traffic mean or marginal distribution coefficient of variation [95],

and k(H) = H(1 — H)'"", H being the Hurst parameter. The equation reveals that besides

the utilization factor, the queueing performance depends on the input traffic long-range
dependence (H parameter) and the marginal distribution variability (c, parameter).

In optical networking, depending on the transfer mode adopted in the optical layer—
dynamic lightpaths, optical bursts, etc.—the network can work at different operating
points (c,, H). For example, it has been shown that OBS serves to reduce self-similarity
(H) [96]. The apparent self-similarity decrease is due to the fact that packets are aggregat-
ed to form bursts, which shifts the traffic scaling region to longer time scales. It must be
observed, however, that an increase in the coefficient of variation in short time scales im-
plies performance penalties even worse than those resulting from self-similarity [97].

"Fractional Gaussian noise.
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As an example, assume that bursts of packets are used to enable the transfer of files
swiftly across the network using in a single optical burst. Assuming file transmission at a
line speed of 1 Gb/s using the same sequence of files as is detected in the collected Inter-
net trace, i.e., using the time stat of the file transfer and size of the file, few curves are
computed. The bits per second time series is depicted in Figure 6.31, and the marginal
probability density function is plotted in Figure 6.32.

Clearly, the marginal distribution variability is increased and cannot be modeled as
Gaussian. In order to model such a high-speed traffic stream, a family of random process-
es that have higher variability in the marginal distribution in comparison to a Gaussian
process must be used [92]. Specifically, the a-stable random processes [98] provide non-
Gaussian marginal distributions. Such processes are characterized by a higher variability
(infinite variance in the marginal distribution) and do not have an analytical closed form
for such a marginal distribution. The characteristic function is given by

e—o‘]@\a(1—i,B(signH)tan(ﬂa/Z))Hy,O a#+ 1
i0X] — ’
E[el ] - { e~ o101(1+iB(2/m))(sign0)In| b)) +ipn 0 a=1 (67)

with | <a<2.

We note that the resulting traffic stream can be best modeled with an a-stable random
variable with the following parameters: « = 1.39, B =1, o = 43,297, and p = 149,147
(bytes per second), as shown in Figure 6.32.

Most interestingly, we note that input traffic now shows independent increments due to
the Poissonian nature of connection arrivals and near-infinite bandwidth, which tends to
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Figure 6.31 Link traffic (bytes per second) for a 1-Gb/s access link.
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make connection service times very short. The traffic marginal distribution variability is
extremely large, because of the heavy-tailed nature of the size of the files transmitted over
the Internet, an inherent characteristic of the current and future Internet. As a result, we
note that the use of optical bursts in this scenario of “file-switching” translates dependen-
cy into marginal distribution variability. The preceding example serves to illustrate that
the optical transfer mode in use, together with the traffic grooming at the edges of the op-
tical subnetwork, may radically change the statistical characteristics of the optical network
traffic load.

6.5 OPEN CHALLENGES

This final section summarizes some of the key challenges encountered in the development
and deployment of the OI. These challenges include efficient traffic engineering in the OI,
adequate network resilience schemes at both the IP layer and WDM layer, and coordina-
tion between resilience schemes available at both the IP and the WDM layers.

6.5.1 Traffic Engineering in the Optical Internet

Internet traffic engineering has undergone a significant evolution due to the advances in
the statistical modeling of input traffic. From the oversimplified Poisson scenario to the
recent discovery of the non-Poisson nature of the Internet traffic [84, 85], this field has
spurred considerable research in the area of long-range dependence modeling. However,
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today’s network operators still face the issue of how to dimension Internet links accurate-
ly. Indeed, there are no practical dimensioning rules currently available that can be used in
an effective way, such as the well-known Erlang models used in designing telephone net-
works.

Design of the OL poses additional challenges regarding network dimensioning. The im-
pact of recently proposed optical transfer modes, such as the dynamic lightpath provision-
ing and optical burst switching, will surely affect traffic characteristics at the network in-
termediate and destination nodes. The high variability of input traffic may even become
more significant than the long-range dependence properties of current Internet traffic, thus
requiring further investigation of queueing models with a-stable input [92].

In parallel, flow switching techniques, either in an overlay model (MPLS) or peer mod-
el (MPAS), require flow recognition and bandwidth reservation mechanisms that repre-
sent a challenge due to the nature of the input traffic pattern. In this regard, a number of
“intelligent techniques” are being proposed that aim at performing a priori estimates of
the incoming traffic, both at the multiplexed-flow and single-flow levels, in order to
proactively adapt the network resources to the incoming traffic demands [99]. Whether
such intelligent techniques will satisfactorily solve the problem of resource allocation at
gigabit rates still remains an open issue.

6.5.2 Resilience in IP over WDM Networks

In the two-layer IP over WDM architecture, each layer can provide its own independent
resilient scheme. Restoration and protection schemes can be implemented at both the IP
layer (possibly using the MPLS control plane) and the WDM layer (possibly using the
MPAS control plane).

In general, resilient schemes available at the network layer, such as [P (IP/MPLS), have
the capability to recover multiple faults and operate at fine traffic granularity. However,
these schemes are generally slow, as they require on-line processing upon failure occur-
rence. Dynamic routing [100] and MPLS protection switching [101] are schemes current-
ly considered to achieve network survivability at the IP (IP/MPLS) layer.

At the OL, both the OCh section and OMS—two of the OL sublayers—feature dynam-
ic restoration and preplanned protection. Similar to what happens at the higher layers,
restoration schemes are more efficient from a capacity viewpoint, but relatively slow (typ-
ical restoration completion time is on the order of seconds or minutes). On the other hand,
protection schemes may be less efficient, but they guarantee service restoration comple-
tion times of hundreds, tens, and even fractions of milliseconds.

The main difference between OCh and OMS resilient schemes is represented by the
granularity at which they operate. OCh resilient schemes protect individual lightpaths,
thus allowing selective recovery of OLT failures. OMS resilient schemes work at the ag-
gregate signal level, thus recovering all lightpaths present in the failed fiber [102]. OCh
resilient schemes require more spare devices, e.g., transponders, multiplexers, demulti-
plexers, than their OMS counterparts, because each working lightpath must be demulti-
plexed and multiplexed at every node in order to be individually switched [102].

Although current IP/MPLS reliability schemes offer varying levels of restoration and
protection granularity (from aggregate to single flow), they cannot efficiently provide all
the necessary functionalities needed by the next-generation Internet, i.e., fast restoration
for real-time services. It is thus expected that both IP and WDM layers will each provide
some degree of survivability against network faults.
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The availability of two resilient schemes in the same network (e.g., IP dynamic routing
and OL protection) poses the question of which scheme must be used to protect which
traffic. The option of using both resilient schemes for all traffic may not be the most cost-
effective one. A more careful design may consist of a hybrid solution in which only part of
the traffic is protected by an OL resilient scheme, while the remaining part relies only on
IP restoration. Some solutions exploiting this direction have been proposed. More interest
on this subject has been originated since the introduction of MPAS, in which the MPLS
control plane is responsible for network restoration and protection [26, 103—105].

6.5.2.1 IP over WDM Layer Resilience Coordination The presence of different
resilient schemes at different network layers requires coordination between these schemes
to avoid their concurrent activation upon a single network fault [104]. In general, such co-
ordination can be achieved in three different ways [106]: ordered response, managed re-
sponse, and simultaneous response.

Ordered response is commonly achieved by resorting to escalation strategies that se-
quentially activate the different resilient schemes, starting from either the lowest or the
highest network layer. Escalation strategies are governed by either explicit messaging be-
tween the different layers, or by arbitrarily setting failure detection and restoration com-
pletion times [106].

Managed response is a more sophisticated multilayer resilience strategy than the or-
dered response. Fault recovery procedures are managed under the supervision of a net-
work management system that chooses the most appropriate action to take, depending on
the fault nature. This scheme avoids, almost completely, multiple restoration collisions.
However, due to its required large quantity of signaling, it is slow. Another potential draw-
back is the fact that failure of the management center may leave the entire network with-
out any kind of resilience.

In the simultaneous response, each layer utilizes its own resilience scheme without any
specific coordination with other schemes available elsewhere in the network. Consequent-
ly, multiple resilience schemes may be simultaneously activated by the same fault. This
approach seems to be more economical and less complicated than the previous two. In ad-
dition, with this approach, unnecessary delays in restoring the service are avoided.

Table 6.3 summarizes some of the fault detection and restoration completion times at
the IP/MPLS and WDM layers. It must be noted that MPLS resilient schemes are not yet
mature and not yet experimentally tested. Similarly, OCh/OMS restoration schemes are
not yet standardized. On the contrary, IP dynamic routing and OCh/OMS protection tech-
niques are already either used in commercial networks or tested in field trials. Their char-
acteristics are thus well known [110].

Table 6.3 Service Restoration Times of Various Resilience Techniques [107-109]

Scheme Detection Time Restoration Completion Time
IP dynamic routing 100 ms—180 s 1-100 s

MPLS fast (link) rerouting 0.1-100 ms 50 ms—100 ms

MPLS edge-to-edge rerouting 100 ms—80 s 1-100 s

OCh and OMS restoration > 100 ms = 50 ms
Dedicated OL protection 1-10 ms 10 ps—10 ms

Shared OL protection 1-10 ms 1-100 ms
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It is also worth mentioning emerging and promising MPLS resilient schemes. Fault de-
tection in MPLS can be achieved by exploiting different existing techniques, such as
SONET/SDH-based framing alarms, OL fault-detection techniques, and IP-based
KEEPALIVE, HELLO, and ICMP messages [100, 109, 111]. These detection mecha-
nisms guarantee detection times ranging from few tenths of a millisecond to hundred of
seconds. MPLS solutions may resort to control plane signaling, such as CR-LDP or mod-
ified RSVP, to perform traffic restoration, with time intervals ranging from a few dozens
of milliseconds to hundreds of seconds. Due to the similarities between the MPLS and
MPAS control plane, the same MPLS resilient schemes, and in particular the same signal-
ing, can be utilized in the OL.

6.5.3 Outlook

Advent of the Internet has undoubtedly shaped the way data networks are designed and
built. Opposite to the ISO-OSI layered approach, with seven well-defined, rigid, and com-
plex protocol layers from physical to application, which even provide some redundant func-
tionalities, the Internet protocol suite, TCP/IP, provides minimal complexity and superb re-
liability in the presence of faulty and noisy channels. Internet applications are built on a
simple and efficient API, the BSD socket interface, which facilitates design and implemen-
tation of Internet clients and servers. As a result, a myriad of Internet applications have ap-
peared, making the Internet evolve into a phenomenal commercial success.

In the current evolution to (gigabit speed) OI, it seems that recently proposed high-
speed transfer modes, such as ATM, are being questioned in view of the latest proposed IP
over WDM architectures. A parallelism to the OSI-TCP/IP evolution perhaps can be per-
ceived at this point. While the ATM proposed a layered structure with redundant function-
alities at the link, network, and transport layers, the IP over WDM architecture presents it-
self as a simple bandwidth-efficient alternative.

In conclusion, the IP over WDM architecture is a promising approach for realizing the
OL. The IP over WDM architecture is still in its experimental phase, with a number of key
issues still unresolved. Among these issues, one can find the standardization of transfer
modes that support multiple granularities in bandwidth reservation, ranging up to Gb/s
rates. Network resilience issues are also of fundamental importance. The challenge here is
to introduce adequate resilience levels without creating unnecessary redundancies at the
various protocol layers. Finally, it is expected that the OI will consist of multiple technolo-
gies and protocols, whose combination will yield network flexibility, ease of use, band-
width efficiency, and low-cost deployment.
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