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4.1 INTRODUCTION

Today’s information society has a stringent need for advanced communication services
and content, which are provided currently by a packet-switched networking technology
instead of traditional circuit-switching. This is driven by the fact that provisioning of dif-
ferent applications on dedicated network infrastructures are inefficient [106], such as
seen, for example, with the telephone network, cable TV networks, radio broadcast, and
dedicated leased-line services for mission-critical data transfers. Deploying a single mul-
tiservice network infrastructure to create an integrated services network, offering services
that range, e.g., from managed bandwidth services and VPNs to interactive voice, video,
messaging, and eCommerce services, promises the potential for possible cost reductions,
which in total is much larger than tuning networking technologies for different types of
applications.

Considering the particular application support, the Internet as it exists today is de-
signed for elastic data applications [107]. Experiences on a large scale basically are not
available on reliably integrating multiple services in a single network in a commercial
way. The commercial environment of tomorrow’s Internet needs to revise the assumption
that service customers rely on cooperation among them. Therefore, the TCP’s fairness,
provided by its congestion control algorithm, needs to be addressed, and, e.g., may be
enforced by alternative protocol implementations in the network or may be provided by
suitable economic incentives for the use of a service [61]. Because changes of transport
protocols networkwide are economically difficult, an adequate distributed approach to
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congestion control, service provisioning, and service usage is charging. In addition, due
to the commercialization of the Internet, the provisioning of its services will form an
open market requesting by definition an integrated charging system for services, trans-
port, and content. For that reason, appropriate pricing schemes for communication ser-
vices will provide incentives for reasonable resource usage, traditional network capacity,
or bandwidth. Although solutions for methods of charging packet-switched, single-ser-
vice class networks exist and are applied successful, packet-switched integrated- and dif-
ferentiated-services networks have another dimension of complexity and require a com-
pletely different approach [118]. Consequently, charging for the future Internet, as the
most prominent example of a packet-switched network, remains an unsolved problem
even though a number of proposed approaches exist. Mainly, these problems are have
three distinct causes: (1) technical reasons, (2) economic factors, and (3) operational
constituents.

First, since a variety of service characterizations by QoS concepts exist [113], het-
erogeneous and advanced networking technology alternatives, such as ATM or Frame
Relay, have been developed over time, the shape of the Internet of the future based on
the IntServ [7] and the DiffServ [4] is still not fully defined. It remains unclear, if the
RSVP [8] can be applied in a large backbone Internet without any loss of scalability, or
if the current state of work on signaling between DiffServ domains will be able to cope
with all QoS demands and traffic characterizations known from existing applications
[59]. In addition, standardization work on DiffServ seems to be limited to a single
provider domain [88], explicitly excluding any hint of definitions considered business-
relevant, such as SLAs.

Second, an ISP today is faced with huge opportunities for growth [102] and it is chal-
lenged to increase profitability. In this highly competitive telecommunications service
provider and ISP market, strategic differentiation and advanced pricing schemes for inte-
grated multiservice networks are required in order to deal with efficient schemes, basic
bandwidth allocation, or advanced QoS services to reap financial benefits of new services
and to gain a competitive edge [5, 53].1 The ability to be flexible for different and value-
added services is the key factor. An efficiency gain, which is achieved in competitive mar-
kets, has a theoretical Pareto efficiency foundation, where no player can be better off
without hurting any other [124]. But in a globally distributed system, such competitive
markets can only be approximated. Nevertheless, a gain in efficiency in the telecommuni-
cations services market means a distributed surplus. Because the effects of multiservice
provisioning onto incentive-compatible and efficient pricing schemes have not been stud-
ied in great detail, knowing how customers utilize services and therefore service demand
as well as traffic profiles becomes crucial for viable multiservice pricing schemes. In ad-
dition, recent Internet service offerings and future advanced services lack another crucial
component for businesses: adequate charging methods for differentiated services. For ex-
ample, since the funding of transport services with revenue from separate services, such
as content and entertainment offerings or advertising, is not transparent for open markets
to cover network costs of transport services, different technologies for avoiding cross-sub-
sidizing approaches are essential. In addition, high capacities provisioned in large back-
bone Internet networks, by separate players in the ISP market, will cross-subsidize as a vi-
able business model.
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1The number of ISPs in North America had reached about 7000 operational companies by August 1999, starting
from about 1500 in February 1996.
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New telecommunication services, in particular Internet services, impose a third degree
of complexity to charging support systems (CSS).2 Different services and content, and
need to be service provider overlapping. This determines the stringent need to integrate
concepts for interoperable and standardized charging solutions between providers for in-
teroperator agreements, including content delivery services and provisioning pure data
transport. Finally, the performance and scalability of CSSs are major factors in their suit-
ability for Internet services charging. While the handling of many different Internet ser-
vices, millions of customers, and various technology choices in use have to be optimized
on the lower levels of a CSS, the upper levels for controlling the subscriber database and
for managing the money collection process perform major functions for a competitive ISP
infrastructure as well. The per-customer, responsive, and on-demand functionality of a
modern CSS determines its optimal characteristics, which traditional billing systems or
customer care systems do not provide.

Technical, economic, and operational prerequisites are closely related. Besides its
emerging popularity, even for mobile users [90], and its increasing level of interconnectiv-
ity [35], the Internet offers the central possibility of accessing different types of usage in-
formation for many services at a single network layer. This is due to the fact that most ser-
vices will be transported by IP which is independent of the underlying medium-access
technology. For technical and operational reasons, this eases network deployment and
maintenance, since a single network protocol needs only to be supervised.3 For commer-
cial reasons, this allows for straightforward and interesting product offerings, where sin-
gle services, each of which resides on top of the IP, are bundled and offered as a value-
added service or product. Figure 4.1 shows the hourglass-model [118], which describes
the relationship between network technology, Internet protocols, and value-added ser-
vices. Clearly, the Internet protocol suite is the “bottleneck” for provisioning value-added
services based on network technology. However, based on the Internet’s years of success,
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Figure 4.1 Internet hourglass model: value-added services, protocols, and network technology.
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developing appropriate means and mechanisms for this provisioning and charging task
forms a challenge.

4.1.1 Outline

This overview on charging for commercial, integrated services, and packet-switched net-
works focuses explicitly on the case of the Internet and surveys the current state of the art
and future steps for designing a flexible CSS for the Internet. Since charging for telecom-
munications services is not a new area as such, approaches required for charging packet-
based networks show significantly different technical principles. The methodology chosen
at this stage will combine known experience with solutions for the new technology. 

While Section 4.2 at first discusses a scenario, and important customer and provider
viewpoints, charging terms are introduced and appropriate terminology is defined to al-
low for an unambiguous discussion. Section 4.3 establishes an overview of related work
in charging projects for the Internet as well as on traditional telecommunications sys-
tems, and summarizes metering, accounting, and mediation technology available today.
To obtain a central understanding of various Internet services and technology choices,
Section 4.4 elaborates on QoS methods, Internet network architecture, SLAs, and stan-
dardized data formats, which provide “hooks” for charging purposes. The relevant eco-
nomic dimension is discussed in terms of pricing models for the Internet presented in
Section 4.5 and ISP cost models in Section 4.6. The design of a CSS presented in
Section 4.7 integrates all technical and economic issues discussed so far. Finally, major
business model aspects for ISPs are outlined in Section 4.8, including provider segmen-
tation issues as well as content charging. Section 4.9 summarizes this chapter and draws
conclusions.

4.2 MOTIVATION AND TERMINOLOGY

The interest in a single multiservice network and its efficiency gains in terms of opera-
tion, utilization, and cost recovery, leads to the essential demand of appropriate technolo-
gy alternatives, which will allow for the inherent differentiation of services. Let us com-
pare this situation with a traditional business case in the toy railroad market. A store that
cannot distinguish between expensive brand X model engines and cheap brand Y model
engines for freight trains will have to charge all customers the same price for every engine
sold. Even though these engines have extremely different values and features, they haul
model trains only. Choices, if they exist at all and make sense, need to be distinguished by
a set of parameters, such as degree of detail, correct coloring, or reliable technology, and
each choice needs to be priced differently. With communications services, the situation is
the same. Initially, communications services provide the possibility to communicate be-
tween two or multiple locations, independent of the service quality observed. However, on
the one hand, customers want service choices and their explicit selection, such as services
for Web surfing, fast downloads and file-transfer capabilities, or interactive gaming. On
the other hand, and as a sort of causal derivation, ISPs need operational, efficient, and
scalable technology, termed CSS, to charge for these service alternatives.

To provide a first overview of charging-relevant responsibilities [119], the tasks of a
CSS are to be refined. In existing CSSs, sometimes called charging and accounting sys-
tems [115, 85], billing systems [22, 110], or simple charging systems [120], with different
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points of view and functionality included, many different tasks are subsumed. Basically,
on the networking level, every provider maintains a network consisting of routers with
network links between them. As illustrated in Figure 4.2, necessary functions for a CSS
are metering, mediation, accounting, pricing and tariffing schemes, charge calculation,
identification, and billing. While metering functions can be provided by components in-
side the networks on the wire and are integrated into routers, servers, or computers (active
probing), they can form independent devices as well (passive probing). In either case, they
generate raw accounting information (base accounting records), which show vast amounts
of information. Mediation gathers, preprocesses, filters, merges, and correlates this infor-
mation into accounting records, which are maintained in accounting systems. Call detail
records (CDRs) [58] and Internet protocol detail records (IPDR) [21] are two examples of
accounting records as agreed upon data structures (for more details, cf. Section 4.4.5).
These accounting systems, in turn, forward all accumulated and perhaps abstracted ac-
counting information through a charge calculation function toward the billing system. The
charge calculation, which receives pricing and tariffing information as well as customer
identification information from outside, translates the accounting information into charg-
ing records, hence, it maps the resource-oriented information into monetary, financial val-
ues. Within the charge calculation, discounting strategies, marketing-driven pricing
schemes, or simply fixed prices which have been expressed in service- or customer-de-
pendent tariff structures, can be applied on a per-customer basis. Finally, billing uses these
values to prepare the invoice to be sent to the customer.

Depending on the particular system observed, setting prices and tariffs, calculating
charges, or performing bill processing are integrated into a CSS. Additionally, they com-
bine the maintenance of service classes, user profiles, customer data, identities, banking
account data, and billing functions. Although these tasks can be and need to be distin-
guished clearly (cf. terminology as defined in Section 4.2.5), they are heavily centralized
in today’s CSSs. Future CSSs need to be able to integrate a variety of different charging
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Figure 4.2 Concept of charging communications, services, transport, or even computation.
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and accounting records from different communications providers or content providers,
since customers’ requirements are determined by the so-called “one-stop billing” ap-
proach [118]. This strongly suggests dividing existing monolithic charging systems into
several components with clearly defined interfaces and interface data units. By doing so,
it will become possible to exchange individual components and to integrate different com-
ponents supporting different technologies without having to adapt the entire system.

Exact definitions of components and tasks of a CSS, as well as their applied nomencla-
ture, form the basis for further comparisons and discussions. To allow for a precise speci-
fication, all charging-relevant terms are introduced below, based on an illustrating exam-
ple scenario.

4.2.1 Scenario

A typical advanced communication scenario for the home4 could include charging for
communications in terms of specific transport, services, and content characteristics. As-
sume the presence of a single asymmetrical digital subscriber line (ADSL) at the home of
a supervisory board member. To access his company, he needs a high-speed, secured, and
remote VPN access. His wife organizes various activities for the local community and re-
quires phone-conferencing facilities. The children like low-latency access to interactive
gaming sites and music Web sites. These different user roles are represented contractually
by a single customer, renting the ADSL line that runs from the home to an ISP. But how is
charging applied?

Metering is performed on this single ADSL line. However, accounting is applied on a
per-user basis to the metered and mediated data, which are correlated to the services uti-
lized. The resulting accounting records contain, e.g., the duration of each data transfer, the
obtained QoS characteristics (such as bandwidth consumed, delay encountered, and error
rates experienced), and additional resource and device usage (such as the phone or a gam-
ing device). The content may be indicated by different games played. These accounting
records are fed into the charge calculation, which happens, e.g., in an administrative do-
main of the game provider. Pricing schemes for the ADSL service have been defined by the
network provider and are adjusted to the special group of customers, which finally deter-
mines the tariff to be applied, e.g., a flat fee per month for 2 Mbit/s, proportional excess
charges for bursts, and weekend reductions for VPN services. The tariff is based on the
measurable QoS characteristics of a particular service and, in case of content, on the type of
content distributed. All charges for services and content are calculated, possibly at different
locations, and collected in multiple charging records from the billing system. A number of
charging records for a certain prearranged period of time are accumulated and billed to the
customer, who has been identified in advance and represents all user flows metered so far.
Finally, the customer may decide at this point, or in a predefined manner, how the bill will
get paid, applying traditional payment schemes or electronic systems, e.g., by credit card
payments using secure electronic transactions (SET) [105] or electronic money.

4.2.2 Viewpoints

As we can see from the preceding scenario, different points of view on the CSS and its
tasks exist. Concerning the customer, after service provisioning, the bill for the service
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utilized summarizes a week or month of communication activities and content. Generally
speaking, there is no incentive to disconnect from the dial-up ADSL Internet connection,
when there is no charge per time or volume. Therefore, only a flat fee for basic services
without special requirements will be incentive-compatible. However, an always existing
spending cap will limit the amount of services utilized over time. As stated in Ferrari and
Delgrossi [37], the following charging properties exist from a customer’s perspective:
comprehensibility, controllability, predictability, stability, and fairness. With a commer-
cial ISP, a high revenue maximization and best cost-recovery strategy should be achieved
[122]. Therefore, the pricing model applied and the service bundle offered in a given mar-
ket situation determines the optimization dimensions for customers and providers. The
provider’s charging properties need to cover settlements and should allow for a high prob-
ability of cost recovery, the competitiveness of prices, the encouragement of service us-
age, low implementation costs, and low usage costs. In summary and based on Stillos et
al. [118] and Farten et al. [61], the customer and provider view points are clarified, which
are complemented by further requests.

4.2.2.1 Customer Point of View On the one hand, customers’ budget constraints
and spending strategies are to get as much service for as little money as possible. The un-
derlying economic principle can be formulated as “users buy the best service bundle they
can afford.” With software agents and brokers, automated or optimal spending strategies
for finding telecommunications service and service bundles can be used to achieve this
goal. Targeted at services include the following: phone, fax, Internet access, value-added
services, video-on-demand (VoD), VPN, gaming, or conferencing. These services can be
chosen by software agents, working on behalf of customers in services markets, which be-
come more and more competitive. Users only need to express their preference and budget.
On the other hand, the opposite strategy may be chosen, where the quality of the service is
given and the current market price returned. An implicit customer segment may be drawn
here, where business customers mainly will determine their needs and will accept or re-
ject a presented price in favor of the requested service, and where the private users will
specify their budget constraints and accept or reject the service offered accordingly. This
leads to explicit customer requirements:

� Predictability of Charges Users want to be able to predict all of the costs of using
a particular application, which include expenditures for communication services in-
duced by this application. Therefore, an exact a priori specification of communica-
tion charges would be desirable. However, if this requirement cannot be fulfilled, a
set of weaker demands can be sufficient. First, a user should be able to roughly esti-
mate the charges. Such an estimation does not need to be exact, but should give at
least a rough feeling to the user—similar to the knowledge that an international
phone call of some minutes duration costs more than a dollar and not just a few
cents. Second, a worst-case price should be known. Finally, a user must not be
charged a higher price than previously announced, without the user’s explicit ap-
proval.

� Transparency and Accuracy of Charging To find out how much is spent for
which application and what the reasons are for this, users need to be able to de-
termine the costs of a particular session, e.g., if an application uses several flows,
costs for each of these should be stated explicitly. Furthermore, for some users it
might also be of interest to see what it is inside the network that causes major
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charges. This may give them information to switch to a different provider in the
future. Detailed per-session information about charges can also be used to decide
whether a certain service and its quality offers good value for price. Since not all
users are interested in such details, each user must be able to decide how much in-
formation should be given.

� Convenience Charging components should not make using the communication
services much more difficult. Charging mechanisms themselves, as well as the final
bill based on the information gathered by the charging system, must be convenient
for users. Hence, it must be possible for users to define “standard charging behav-
ior” for their applications so they are not bothered with details during the start-up of
an often-used application. On the other hand, they should be able to change such a
description easily to have control over their expenditures, e.g., changing spending
caps. Furthermore, most users want to have as few separate bills as possible, i.e.,
have contracts and thus business procedures with only one provider.

4.2.2.2 Provider Point of View From a business point of view, the costs of provid-
ing telecommunication services must be recovered in order to guarantee the stable, long-
term existence of a provider. While pricing for traditional telecommunications services is
well understood by companies, large as well as small ISPs still struggle to make profit
[81]. Furthermore, providers want to maximize revenues, particularly in the open market
of Internet services provisioning. This leads to explicit provider requirements:

� Technical Feasibility The charging approach and its mechanisms must be imple-
mentable and operable with little effort. Otherwise, if it becomes too complex, costs
for the charging mechanisms might be higher than their gains. A set of real-life user
trials needs to be performed to assure any of these statements. The added overhead
for communication due to additional information transmitted between senders, net-
work nodes, and receivers, and also for processing and storage purposes, especially
in network nodes, e.g., to keep and manipulate charging information, must be as
low as possible [36]. In addition, the introduction of scalable and low-effort security
mechanisms is essential for any type of counterfeit-proof charging records and
billing data.

� Variety of Business Models The business of providing network service over pack-
et-switched networks must be sustainable and profitable to attract necessary invest-
ments into the infrastructure. It is not likely that all service providers will adopt ex-
actly the same business model and strategies. Therefore, charging mechanisms must
be flexible enough to support a large variety of business models and interoperate
between multiple network domains employing different models. In addition, a
charging system must be flexible enough to handle different pricing strategies, for
example, during peak and off-peak times.

4.2.2.3 Further Requirements A CSS and the operation of a network with respect
to charging require a set of additional requirements to be fulfilled.

� Flexibility When information is transmitted from a sender to one or several re-
ceivers, the flow of value associated with this information can be (1) in the same di-
rection as that of the data flow, (2) in the opposite direction, or (3) a mixture of both,
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because both sides benefit from the information exchange [11]. For example, in the
first case, the sender transmits a product advertisement, in the second case, the re-
ceiver retrieves a movie for playback; and in the third case, both sides hold a project
meeting via a video-conferencing system. To support these different scenarios, a
charging architecture must provide flexible mechanisms to allow participants in a
communication session to specify their willingness to pay for charges in a variety of
ways. Senders must be able to state that they will pay for some percentage of the
overall communication costs or up to a specified total amount. Similarly, receivers
may state what amount of costs they will cover. Additionally, charging mechanisms
must allow flexibility in the distribution of communication charges among members
of a multicast group [51].

� Fraud Protection and Legal Security One of the most important issues demanded
by participants is protection against fraud, i.e., that they do not have to pay for costs
they have not incurred and that no one can misuse the system. The fear of users is
that a provider may cheat or that other users may use their identity or derogate from
them in any other way. Providers want to be sure users indeed pay for the used ser-
vice. A prerequisite against fraud is technical security, such that users cannot dam-
age, misuse, or intrude on the provider’s communications systems. Legal security
denotes the demand that in case of a failure, there is enough information to deter-
mine responsibility for it.

� Stability of Service When a particular service with a certain quality has been
agreed upon by the user and the provider, it must be ensured that the service indeed
is delivered to the user. Hence, an exact definition of “quality assurance is met” is
needed. On the other hand, users must be able to estimate the impact of such quality
goals on their applications, so the definition must not be too complex. For example,
multiple users want a video conference application, so they will likely request a
communication service with a specified bandwidth and delay. If the provider
promises delivery of this service, users expect no quality degradation and a very
low probability of service disruption during the conference. Should quality degra-
dation or service disruption occur, an appropriate refund mechanism must be ap-
plied which largely depends on the type of application, and hence, should be negoti-
ated during setup of the communication service.

� Reliability of Service In order to provide the infrastructure for an integrated pack-
et switched network, service availability must be very reliable. Current telephone
networks are designed to keep the blocking probability on the order of 10–4. Similar
requirements are likely to apply to integrated services networks. To assure such a
low blocking probability, even during peak hours, significant effort in network and
traffic engineering is necessary, which in turn must be accompanied by appropriate
business calculation. A slightly different situation exists in the case of per-packet
QoS guarantees without explicit flow admission control. In that case, the notion of
blocking probability might be replaced by reliability of service measured in terms
of probability that the promised level of QoS is violated.

4.2.3 Fairness and Utility

Assuming higher market efficiency and the views of users and providers described earlier,
fairness defines to what extent each party profits from improved efficiency. Furthermore,
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fairness requires that all customers pay the same price for the same telecommunications
services at the same time. In networks that do not charge for usage, i.e., the currently used
Internet, fairness is defined in technical terms. Therefore, the introduction of charging
needs to define a new notion of fairness, since a common sense of fairness as “an alloca-
tion where no person in the economy prefers anyone else’s consumption bundle over his
own” [39] does not reflect technical requirements. Historically, fairness has been consid-
ered in economics and at a later stage in resource-sharing work.

Traditionally, the notion of the fairness of network operations has two instances. One is
fairness of the TCP, based on TCP congestion control algorithm and binary exponential
back-off strategy in case of heavy traffic, where the protocol tries to serve all connections
with the same throughput. This is a type of proportional fairness per unit bandwidth.
Unfortunately, this works only for regional access without high delay variations between
competing connections [25]. The other type is max-min fairness, where everyone is equal
everywhere [3], i.e., max-min fairness maximizes the minimum share of sources, whose
demand is not fully satisfied. For example, sources Sn demand xi each of a single resource
with capacity C. After ordering all demands xi in x1 � · · · � xn, S1 is assigned a share of C/n.
The reminder of C/n – x1 is evenly distributed to n – 1 sources: C/n + (C/n – x1)/(n – 1). As
long as there are leftovers, this process is iterated until the resource C is fully shared.

The concept of maximized welfare defines an additional fairness notion. In this case, a
welfare function aggregates a number of utility functions, each of which increases in all of
its arguments. According to [27], microfairness determines a fair distribution of network
resources at a much finer granularity to applications. This affects basic data delivery, ad-
vanced data delivery, QoS, and application quality. Instead, macro-fairness is related to
network mechanisms, which consider flows in a given network, such as mechanisms for
fair queuing to perform a flow protection, e.g., by the WFQ scheduling strategy.

In the case of charging services, these notions have to change to so-called proportional
fairness per unit charge [41, 64], which is relative to the number of charges a customer is
willing to pay for. On the other hand, a market and competition mechanism is useful in
providing users with the best and most inexpensive level of service, while creating incen-
tives for network providers to supply more resources when there is sufficient demand.

However, the basic prerequisite for defining the notion of fairness requires the exis-
tence of a mechanism to express preferences of service usage. In economic terms these
preferences are expressed by utility functions, where basically an outline of network ser-
vices is applied to the perception of performance [26, 42]. Theoretically, utility functions
are required to find an optimal resource allocation, while maximizing the utilization of
the resource. This case is relevant, e.g., for ISPs to optimize their service provisioning.
Therefore, service users can be modeled by their required utility or degree of satisfaction,
since users value their perceived quality over price. For example, the utility function for a
file-transfer application in Figure 4.3 shows that the user’s satisfaction, S, is infinite, if the
file can be transferred instantaneously. However, this utility decreases at a rate propor-
tional to �t, where � defines a constant, e.g., depending reciprocally on the speed of the
access link, and t depicts the transfer time. In the case where t > S/�, a negative utility de-
termines a file transfer that lasts too long, which changes the user’s original valuation.
Clearly, the larger � is, the longer the file transfer is accepted by the customer. Applying
different values of � to different access speeds and assuming a 1-Mbyte file to be trans-
ferred, Table 3.1 indicates different utilities for a range of different user profiles. 

In general, finding out about utility functions for all the different applications and ser-
vices becomes awkward. However, two generally accepted classes of Internet applications
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show a significantly different type of utility curve, which has been investigated by Cocchi
et al. [26]. These characteristic curves are depicted in Figure 3.4 for elastic and real-time
applications.

Assuming advance knowledge of these utility functions, they can be used as a means
for distinguishing performance on the provider side; however, nonindividual or aggregat-
ed utility functions, which characterize the aggregated backbone Internet traffic or aggre-
gated customer premises network traffic, are still an open issue for research. In addition, it
remains unclear if the sound economic theory of utilities will be compliant with the user’s
privacy requirements. Even when an ISP knows about handling aggregated utilities, it still
requires advance knowledge on a per-application basis of single input utility functions of
its users and according timing information, when an application will be utilized. Even
when users do not object to giving their per-application utilities to their ISP, predetermin-
ing the exact demand on an hourly or even per-minute basis is almost impossible. In addi-
tion, extensions of utility to different applications of QoS parameters, e.g., ranging from
throughput to delay and jitter, are required. Finally, users evaluate charges for communi-
cation services in terms of value, which is dependent on the perceived utility of the task
performed. But due to network status and congestions, the described utility may deviate
from the utility perceived by the customer, therefore, investigations of the user’s percep-
tion of QoS and the service started just recently, such as performed in [6], are needed.

4.2.4 Charging Tasks and Terms

Charging refers to the number of main activities to be performed for packet-switched net-
working and for other communications services’ provisioning, if financial values are to be
mapped onto resource usage or consumption. A fully operational CSS is required to ac-
cept, answer, and offer certain messages and information being exchanged over the net-
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Figure 4.3 Example utility function fu(t), for a file-transfer application.

Table 4.1 Example Utilities for a File-Transfer Application

Transfer Minimal Access 
User Profile Utility Time (s) � Speed (Kbit/s)

Executive board member Good 1 125.0 8000 
Acceptable 10 12.5 800 
Unacceptable 63 2.0 128

Residential user Very well 63 2.0 128 
Good 143 1.0 56
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work. Based on the cited literature, there is a range of different, sometimes contradictory
task descriptions and definitions. Therefore, the terms metering, pricing, tariffing, and
billing are discussed at this stage and a unique definition is given in Section 4.2.6.

4.2.4.1 Charging and Charge Calculation Charging is one of the most impor-
tant terms in the domain considered. Based on Webster’s Dictionary [128] “to charge” is
defined as “to impose or record a financial obligation.”

Therefore, “charging determines the process of calculating the cost of a resource by us-
ing the price for a given accounting record, which determines a particular resource con-
sumption” [118]. Thus, charging is defined as a function that translates technical values
into monetary units. The monetary charging information is included in charging records.
Prices already may be available for particular resources in the accounting record or any
suitable resource combination depending on the network technology or the application.
Standards and research work tend to show quite a close understanding of tasks and defin-
itions for charging.

The European Telecommunications Standardization Institute (ETSI) [33] defines
charging as follows: “Charging is the determination of the charge units to be assigned to
the service utilization (i.e., the usage of chargeable related elements).” In Karsten et al.
[61] a full process point of view is defined: “Once these accounting records are collected
and prices are determined in full pricing schemes on unit service, e.g., encompassing dif-
ferent quality levels for services or service bundles, the data for an invoice need to be cal-
culated. The process of this calculation is termed charge calculation, performing the ap-
plication of prices of unit services onto accounting records determining resource
consumption. Thus, the charging function transforms mathematically unequivocal techni-
cal parameter values into monetary units. These units need to be collected, if they appear
at different locations in the given networking environment, and are stored in charging
records. Of course, accounting as well as charging records determine a critical set of data
which need to be secured to ensure its integrity when applied to calculate monetary values
or when used to compute an invoice’s total.” The charging process for business models of-
fering ATM services is also called a “rating and discounting process” [112] and is “re-
sponsible for the charge calculation according to a specific pricing policy using the col-
lected usage data.” Therefore, charging mechanisms correlate service usage and calculate
the charge the customer is faced with after the service utilization. Finally, according to
[16]: 

Charging is the process of evaluating costs for usage of resources. Different cost metrics may
be applied to the same usage of resources, and may be allocated in parallel. An example
would be a detailed evaluation of resource consumption for further processing by the service
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provider, and a simple evaluation of resource usage for online display of current costs. A de-
tailed evaluation of the resource consumption can be used for generating bills to the cus-
tomer, or for internal analysis by the service provider. A simple evaluation of current costs
can be used for displaying an estimation of accumulated costs for the service user, or for con-
trol purposes by the customer organization or by the provider. Cost allocation assigns costs to
specific endpoints, such as sender and receivers of a multicast group.

4.2.4.2 Accounting Accounting is the second of the most important terms frequent-
ly used. Based on Webster’s dictionary [128] “accounting” is defined as “the system of
recording and summarizing business and financial transactions and analyzing, verifying,
and reporting the results.”

Accounting considers two different points of view. The first one is related to economic
theory, where accounting relates to business processes, including profits and benefits. The
second one relates to technical aspects, where technical parameters are collected. There-
fore, applied to the networking environment, accounting “determines the collection of in-
formation in relation to a customer’s service utilization being expressed in resource usage
or consumption” [118]. Thus, accounting describes a mapping function from a particular
resource usage into technical values. The information to be collected is determined by a
parameter set included within an accounting record. This record depends on (1) the net-
work infrastructure, which supports the service, e.g., IP, narrowband integrated services
digital network (NISDN), ATM, or frame relay, and (2) the service provided. The content
of an accounting record is of a technical nature, such as a parameter describing the dura-
tion of a phone call, the distance of a high-speed network link utilized, or the number of
market transactions done. This accounting record forms the basis for further charging
steps.

ETSI [33] defines accounting as “revenue sharing amongst operators.” The ITU-T [54]
defines terms in an economic sense: “Accounting revenue division procedure: the proce-
dure whereby accounting revenue is shared between terminal administrations and, as ap-
propriate, between the administrations of transit countries; Accounting rate: the rate
agreed between administrations in a given relation that is used for the establishment of in-
ternational accounts; Accounting rate share: the part of the accounting rate corresponding
to the facilities made available in each country. This share is fixed by agreement among
administrations.”

The Network Working Group of the IETF has published an informal Request for Com-
ment [14] on summarized Accounting Attributes and Record Formats. It defines an ac-
counting server as “A network element that accepts usage events from service elements. It
acts as an interface to back-end rating, billing, and operations support systems.” Within
this context, usage events refer to “the description of an instance of service usage,” and
service elements include all types of service provisioning devices, such as application
bridges or gateways.

A networking technology-oriented explanation of the tasks and interfaces for account-
ing is presented in [61]: 

[. . .], these units need to be accounted for, traditionally performed on a percall basis over
time. However, in packet-switched networks, the accounted for information may encounter a
huge number of different parameters, e.g., number of packets sent, duration of a communica-
tion, number of transactions performed, distance of the communication peer, number of hops
traversed, or bandwidth used. Depending on the protocol layer applied for this accounting
task, only a subset of accounted for parameters are useful. In general the accounting record
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determines the container for collecting this information. These records and their special ap-
pearances depend on the networking technology used, such as N-ISDN, ATM, Frame Relay,
or IP. They can also be created for application services, for example, the call data record is
being used for this purposes in H.323 IP telephony. Further, the Real-time Flow Measure-
ment working group within the IETF investigates appropriate accounting mechanisms.

The accounting process applied to ATM services is defined in [112] and complies with
the ITU-T process definitions just summarized from [54]. Additionally, the IETF’s Au-
thentication, Authorization, and Accounting (AAA) working group has applied the proto-
col Diameter (cf. Section 4.5) to specific accounting purposes. Finally, [16] states: “the
process of accounting involves the following functions: collection of usage data by usage
meters, creation of accounting records (data structures, or protocol data units of an ac-
counting protocol), transport of accounting records, and collection of usage data by an ac-
counting server.”

4.2.4.3 Metering Broad commonality and conformance can be observed for the
definition of metering. ETSI [33] defines metering as “. . . the measurement of ‘compo-
nents’ which can be used for charging such as the duration of the call . . . named also
‘collection of charging information’.” A full task and term definition for metering is in-
cluded in [61]: “. . . there remains a single technical prerequisite for identifying and col-
lecting accounting data. This process is called metering.” Based on existing technical
equipment in operation, metering tasks identify the technical value of a given parameter
or resource and determine their current usage. If possible, metering can be tied to sig-
naling events. Otherwise, it can be performed regularly, e.g., every ten seconds or every
hour, it can be stimulated on other external events, such as polling requests, or it can be
performed according to some statistical sampling scheme. In that case, it is closely re-
lated to network monitoring. The IETF’s management information base (MIB) for
switched networks and the simple network-management protocol (SNMP) [18] architec-
tural framework can provide a means of keeping monitored data.” New Zealand’s ap-
proach on metering resulted in network traffic meter (NeTraMet) specifications [13] (cf.
Section 4.3.2). Also for the ATM approach, network element usage metering functions
are described as being responsible for the generation and reporting of accountable re-
source information [112].

4.2.4.4 Mediation Mediation is concerned with the full communication service and
its information level of data, such as the “begin” and “end” of communication sequences
[22]. It filters, aggregates, and correlates raw data to yield different views on current net-
work activity, and enforces business rules to package data into the form that is known to
billing systems. Therefore, mediation controls a (traditionally deterministic) preprocess-
ing of metered data according to policies and rules that have been set up by providers to
minimize the amount of data collected and stored. Based on the application scenario, the
final accounted-for data have to reflect the intended level of detail, e.g., guided by legal
restrictions or business policies and pricing models to be applied.

4.2.4.5 Pricing and Tariffing Pricing is the process of setting a price on a service,
a product, or on content [118]. This process is an integral and critical part of business and
is closely related to marketing. Prices can be calculated on a cost/profit basis or on the
current market situation. For businesses selling telecommunication services, prices are set
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on predefined services, where the quantity used is measured, e.g., in units, time, distance,
bandwidth, volume, or any combination thereof. These basic quantities to be priced are
obtained from accounting devices and depend on the network type. Tariffing is a special
case of pricing, normally regulated by governmental and political economic impacts
[118]. Tariffs have been applied to the traditional telephone network. Karsten et al. [62]
elaborate on pricing as “setting a certain price for a unit service used. Appropriate pricing
of network communication provides incentives for reasonable usage of resources.” In ad-
dition, a pricing scheme “describes a particular choice [. . .] and is applied to unit services
offered from a communication service provider.” Furthermore, a document filed with the
Federal Communication Commission (FCC) or a state public utility commission by a
(regulated) telephone service provider that details services, equipment, and pricing of ser-
vices they provide, e.g., calling plans, is termed tariff. So-called telemanagement software
uses these tariffs to determine the charge of a telephone call. For auditing purposes, tele-
management reports should match the end-of-month bill a company receives from its
provider, because the same tariffs are being used to charge for calls made.

A quite similar use of pricing has been observed with respect to other related work.
ETSI [33] defines pricing as “[. . .] the correlation between ‘money’ and ‘goods’ or ‘ser-
vice’,” while it is noted that “the term is not generally used in telecommunications, the
usual term being ‘tariffing’.” A clear distinction between price and tariff has been drawn
within the M3I project (cf. [85, 119]). While “the price determines the monetary value the
user owes a provider for his service provisioned and utilized, in particular it is the price
per unit service. It may be based on charges and costs or it may be determined by other
marketing means,” price setting is defined as “the specification and the setting of prices
for goods, specifically networking resources as well as services in an open market situa-
tion.” Hereby the tariff “[. . .] determines [the algorithm used to] charge for a service us-
age. It is applied in the charge calculation for a given customer and service he utilizes to
calculate the charges.” The process of tariffing decides upon the algorithm used to deter-
mine a tariff for a given service and/or customer.

4.2.4.6 Cost Based on [128], “cost” covers many different explanations: “The
amount or equivalent paid or charged for something: Price.” Obviously this usage of cost
confuses mainly in technical areas. Therefore, the definition “the outlay or expenditure
made to achieve an object” heads in the right direction. However, in economic accounting,
various different sorts of costs are distinguished, such as general costs, capita costs, joint
costs, opportunity costs, or marginal costs. Details can be obtained from, e.g., [124]. The
M3I project states [119]: “Costs determine the monetary equivalent on equipment, instal-
lation, maintenance, management, operation of networks, network entities, and service
provisioning. Many different types of costs can occur but it is important to note that [. . .]
only costs in terms of money are of interest.”

In particular, the business area of network services provisioning is considered in [61].
Since real variable costs basically do not exist or are extremely limited in nature, the term
“cost per service invocation” characterizes opportunity costs (lost revenue), because re-
sources are bound and cannot be sold otherwise. Consequently, resource usage and con-
sumption is considered as the main cost factor. Networking is characterized by the follow-
ing aspects [61]:

� High fixed costs (installation and maintenance of infrastructure)

� Low variable costs
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� Fixed capacity

� Nonstorable resources and products

Business economics calls an appropriate management theory for such a business field
as yield management [75]. Based on these characteristics, it is appropriate to differenti-
ate prices according to variations in demand, instead of performing a full cost calcula-
tion for prices. The marginal return, which is given by the difference between prices for
sale and variable costs, is considered to be the primary variable. The goal of a yield-
management approach is to optimize the sum of marginal returns over a certain invest-
ment cycle. This sum has to exceed investments in order to allow for a profitable busi-
ness.

4.2.4.7 Service Level Agreements and Interconnection While agreements
between providers are used for a long period of time in traditional telecommunications,
they become important for the Internet market as well. SLAs for the Internet define for-
mal aspects of a contract between an ISP and a customer as well as the type of traffic to be
forwarded into the global Internet to allow for consistent delivery and measurement of
services (cf. Section 4.4.4). SLAs are the basis for (network) interconnection between po-
tential business partners. Traditionally, (1) it includes the collection of performance and
traffic data, including availability, delay (round-trip time), and throughput measures; (2) it
provides the basis for a fee calculation; (3) it offers mechanisms for data reporting and
presentation; (4) it defines measurement points, such as end-to-end or switch-to-switch
metrics; and (5) allows for the comparison of contracted thresholds with measured data.
SLA management systems will form the key for commercial operation and management
of Internet services. This covers rules applied to measurements taken inside the network,
in an end-to-end fashion, or in the local loop.

According to Kilkki [69], an SLA includes, among others, definitions of the bit rate of
the access link, delay information to the provider’s domain, information on the network’s
availability including compensation and reporting activities, and timing data for repairing
and installing new services. In addition, the classification rule for the stream, the specifi-
cation of the traffic the customer ISP is allowed to send to the selling ISP, and the service
level to be applied, e.g., best effort or premium service with bandwidth and delay, will be
included. SLAs may show a (semi-)static or a dynamic behavior. While static SLAs are
negotiated between the provider and a customer, dynamic SLAs change without human
interactions in an automated fashion [2]. In addition, a second differentiation is made on
the service quality; i.e., relative service quality and constant or variable service quality
[69]. Further SLA developments address those questions of an SLA’s scope, defining
roles of possible interactions, the quality of privacy to be applied, e.g., encrypted/ not-en-
crypted, secure/insecure transmission, agreements on price, the payment method, the def-
inition of noncompliance and reimbursement schemes, a monitoring method for service
compliance, and the SLA duration [28].

Above this technical level of interest, financial interactions between providers and cus-
tomers need to be considered as well [52]. While provider–provider interactions are
termed “financial settlements,” provider–customer interactions often are referred to as
“payment.” Settlements are defined as the “payment or adjustment of an account” [128],
where the account in economic terms reflects the monetary equivalent for service provi-
sioning between two business roles, such as providers and customers. These definitions
lead directly to the discussion of billing and payment in the next section.
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Different interconnection schemes determine various alternatives for offering, retail-
ing, reselling, or wholesaling business schemes. However, no clear distinction is possible,
since a recursive structure of the ISP market exists and relative roles in this market vary
over time. In addition, the deregulated environment proposes no external entity that would
be able to decide on the relationships between ISPs, customers, and their roles. Therefore,
interconnection is the technical prerequisite for exchanging data. This exchange is guided
and legally guarded by an SLA.

4.2.4.8 Billing and Payment Billing “denotes the process of transforming the col-
lected charging information for a customer to his/her bill” [118]. It includes the process of
listing for a customer all charging information being contained in charging records that
were collected over a period of time, e.g., one month. The bill summarizes all charges and
indicates the amount to be paid. The bill may identify the method of payment chosen or
selected, and it is transferred to customers electronically or on paper. The method of pay-
ment defines a scheme, how money is exchanged between participants, e.g., between cus-
tomers and retailers or service users and providers. In general, electronic payment systems
or traditional systems as utilized for traditional payment transactions are applicable.

Finally, this is similar to “the process of consolidating charging records on a per cus-
tomer basis and delivering a certain aggregate of these records to a customer is termed
billing” [61, 16]. The collection of these charging records requires adequate protocol sup-
port, e.g., including authentication, to allow for counterfeit-proof computation of invoic-
es. The aggregation of monetary values (billing data) can be performed on a daily, weekly,
monthly basis, or some other accepted period of time. The bill or invoice, summarizes a
number of contracted details and parameters originally collected in the accounting
records. Songhurst [112] distinguishes between various billing mechanisms and options
based on the form of the bill (e.g., itemized or aggregated) or the time of delivery (e.g.,
periodic, per-call, or prepaid). The three-tiered billing architecture of Cisco systems [22]
defines the process of collecting usage and accounting as billing, and refers to the sending
of bills as the invoicing system.

Additionally, all bills show the amount of money to be paid by the customer to the ser-
vice provider. This money may be delivered traditionally (termed payment) on paper or in
an electronic-funds transfer fashion. Because new methods of payment exist, the method
of how the exchange of money between buyers and sellers will be performed may include
advanced electronic payments schemes.

4.2.5 Definitions of Terminology 

Based on these observations, the following definitions (expanded from [121]) are utilized
in the following sections:

� Accounting Summarized information (accounting records) in relation to a cus-
tomer’s service utilization. It is expressed in metered resource consumption, e.g.,
for the end-system, applications, middleware, calls, or any type of connections.

� Accounting Record An accounting record includes all relevant information ac-
quired during the accounting process. Its internal definition can rely on Call Detail
Records, Internet Protocol Detail Records, or similar standardization proposals.

� Billing Collecting charging records, summarizing their charging content, and de-
livering a bill or invoice including an optional list of detailed charges, to a user.
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� Billing Record A billing record includes all relevant information acquired during
the billing process. Its internal definition should match proposed billing-system in-
terface standards.

� Charge Calculation Completing the calculation of a price for a given accounting
record and its consolidation into a charging record, while mapping technical values
into monetary units. Therefore, charge calculation applies a given tariff to the data
accounted for.

� Charges Charges determine what is owed for a particular resource utilization. It is
contained in a charging record.

� Charging The overall term “charging” is utilized as a summary word for the over-
all process of metering resources, enumerating their details, setting appropriate
prices, calculating charges, and providing the fine-grained set of details required for
billing. Note, that billing as such is not included in this definition.

� Charging Record A charging record includes all relevant information acquired
during the charge calculation process. Its internal definition is for further definition,
but may correspond to CDRs or IPDRs.

� Charging Support System Based on the definition of charging, the CSS imple-
ments all required tasks and interfaces that are essential and sometimes optional for
managing charging-relevant data. It is concerned only with the collection of techni-
cal services data, which are mapped onto financial values, while an OSS deals with
technical management tasks only.

� Costs Costs determine the monetary equivalent for equipment, installation, main-
tenance, management, operation of networks, network entities, and service provi-
sioning. Many different types of costs can occur, but it is important to note that in
the case of CSS only costs in terms of money are of interest.

� Mediation The task of mediation includes the filtering, aggregation, and correla-
tion of raw, metered data. Mediation reconstructs sessions, matches measured IP ad-
dresses with users, if possible, and perform reconciliation.

� Metering The task of metering determines the particular usage of resources within
end-systems (hosts) or intermediate systems (routers) on a technical level, including
QoS, management, and networking parameters.

� Payment The task of payment defines the manner in which money is transferred
between commercial partners to settle a rendered bill.

� Price The price determines the monetary value the user owes a provider for his or
her service provisioned and utilized; in particular, it is the price per service unit. It
may be based on charges, costs, or profits, or it may be determined by other market-
ing means.

� Pricing The specification and the setting of prices for goods, specifically net-
working resources and services in an open market situation. This process may com-
bine technical considerations, e.g., resource consumption, and economical ones,
e.g., applying tariffing theory or marketing, and it is part of the enterprise policy
layer and requires that appropriate means of communication be in place.

� Quality-of-Service QoS defines the quality of a service provided. It contains tech-
nical application-level as well as network-level views and definitions. Although par-
ticular specializations exist, a commonly agreed upon definition will be used. Here,
the definition from ITU-T, E. 800 [57], is applied for QoS: “The collective effect of
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service performance which determines the degree of satisfaction of a user of the
service.” Refinements are applied where necessary.

� Service Level Agreements An SLA defines the level of interconnection for service
provisioning between providers or between a provider and a customer. The types of
parameters and attributes ranges from technical values to payment schemes applied,
and is still in flux.

� Settlements Settlements refer to the payment or adjustment of an account that
needs to be enforced due to an agreed upon SLA between business roles. While im-
portant technical issues are handled by the SLA, the settlement is concerned with
the financial level of interaction only.

� Tariff The algorithm used to determine a charge for the use of a service. It is ap-
plied in calculating the charge for a given customer and the service utilized to by
that customer. Tariffs can contain, e.g., discount strategies, rebate schemes, or mar-
keting information.

� Tariffing The process of deciding upon the algorithm used to determine a tariff.

4.2.6 Networking Terms

Finally, just as with the preceding charging terminology, the main networking terms and
their definitions in the context of packet-switched networking are introduced, based on
[61]. Resources of interest for a packet-switched communication infrastructure are given
by the computing power and the buffer space of switching systems, as well as the by ca-
pacity of transmission lines (links). Computing power is a major determining factor of the
number of packets that can be serviced and the amount of flow that can be handled in the
case of flow-based service models. Consequently, it determines all possible computation-
al levels of service differentiations. It should be noted that the capacity of a transmission
line is useless if it cannot be fully utilized by a feeding switching system. Therefore, im-
portant resources that need to be assessed for a pricing scheme are given by the flow setup
overhead (if it exists), the packet rate (and its schedulability), the traffic bandwidth (not
necessarily constant), and the buffer space.

In addition, the terms packet rate and traffic bandwidth are listed separately to distin-
guish between two distinct units of measurement for the transmission capacity. The num-
ber of packets handled is mainly determined by the computing power of a switching sys-
tem, whereas the traffic bandwidth is limited by the overall link bandwidth and
throughput of a switching system. Furthermore, the input parameter for network capacity
dimensioning and for pricing schemes is given by the access bandwidth of customers and
adjacent providers. Eventually, this parameter defines the maximum resource QoS re-
quests the local link.

4.3 RELATED WORK

Charging for communication services has been on the research-and-development agenda
for years. However, service profiles and networking technologies changed rapidly and dif-
ferent communication paradigms, e.g., the shift from a circuit-switched to a packet-
switched communication model, evolved. Therefore, new approaches for Internet trans-
port, services, and content charging become necessary. This section on related work
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discusses major steps and projects taken for handling Internet charging. It adds a short de-
scription of accounting and mediation technologies for the Internet environment, and fin-
ishes the discussion with a brief review of traditional billing of telephony and ATM ser-
vices.

4.3.1 Charging Projects

The number of projects on the Internet concerned with charging has increased quite sig-
nificantly. Only a small number of recent and charging-centric work dealing with system’s
design and modeling is summarized below. Another overview can be found in [114].
Many projects dealing with charging and accounting functionality at the network level try
to achieve a high independence from pricing models [118]. However, it has been noted
that pricing in general and usage-based pricing in particular can impose a high overhead
on telecommunication systems [78, 108]. Any form of usage-based pricing for various
telecommunication services is interesting, because underlying resources (such as satel-
lites, frequencies, cables, routers/switches, and most notably operating personnel) are
scarce and very costly. The traditional Internet pricing model has been critiqued constant-
ly in the past for its economic drawbacks of not being incentive-compatible [108, 24, 47].
Furthermore, it is inflexible—for example, it does not allow for combined sender/receiver
payments—and does not provide economic signals, which are needed for network plan-
ning and expansion. But most importantly, the current model is based on the assumption
of a single-service best effort network that provides a similar service to all customers.
Therefore, the multiservice paradigm needs to be investigated with respect to heteroge-
neous networking infrastructures and technologies of the Internet. An early per-flow
billing system for TCP flows and initial ideas on a billing service design are presented in
[29] and [110], respectively. Advanced per-flow charging and accounting approaches
based on reservations have been tackled in [36, 59, 62]. For the case of an integrated-ser-
vices packet-switched network, the approach in [37] defines a service-dependent charging
policy. Based on a list of charging properties and a cascading queuing station model, a
charging formula is presented and discussed, which includes a reservation and usage por-
tion.

4.3.1.1 Charging and Accounting Technology for the Internet The objec-
tives of the Swiss National Science Foundation project charging and accounting technolo-
gy for the Internet (CATI) [115] included the design, implementation, and evaluation of
charging and accounting mechanisms for Internet services and VPN. This covered the en-
abling technology support for open, Internet-based EC platforms in terms of usage-based
transport service charging as well as high quality Internet transport services and its ad-
vanced and flexible configurations for VPNs. In addition, security-relevant and trust-re-
lated issues in charging, accounting, and billing processes have been investigated. Impor-
tant application scenarios, such as an Internet telephony application, demonstrated the
applicability and efficiency of the developed approaches [116]. This work was comple-
mented by investigations of cost recovery for ISPs, including various investigations of
suitable usage-sensitive pricing models for end-to-end communications based on reserva-
tions [36, 122], as well as SLAs between service providers [28].

4.3.1.2 Market Managed Multiservice Internet The 5th Framework European
IST project, Market-Managed Multiservice Internet (M3I) [85], aims at the design and
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implementation of a next-generation system that will enable Internet resource manage-
ment through market forces, specifically by enabling differential charging for multiple
levels of service. This novel approach, offering a charging system, will increase the value
of Internet services to customers through a greater choice in price and quality and better
QoS through reduced congestion. Flexibility will be improved for the ISP, management
complexity reduced, and the potential for increasing revenues is great. Price-based re-
source management pushes intelligence and, hence, complexity to the edges of the Inter-
net, ensuring similar scalability and simplicity of the current network. It is intended to de-
sign a trial system, which will enable players in the Internet services market to explore
sophisticated charging options and business models with their customers.

4.3.1.3 Internet Demand Experiment another highly important question con-
cerns the issue of user acceptance of pricing schemes. The Index Demand Experiment
(INDEX) project was started in order to investigate user reaction when exposed to various
pricing schemes for different qualities of Internet access [20, 30]. It turned out that users
were not opposed to flexible pricing models. Moreover, the widespread flat-rate model, at
least in its pure form, proved to tend toward waste of resources, unfairness among users,
and revenue losses for ISPs. Therefore, an “alternative” ISP has been proposed, offering
differentiated services with dynamic volume-based pricing and suitable feedback mecha-
nisms to inform the users on their own patterns of consumption. These project results have
become a stimulus for efforts to shift Internet pricing schemes away from the simple flat
rate model.

4.3.1.4 Lightweight Policing and Charging The main assumption of this work
is that a multiservice packet network can be achieved by adding classification and sched-
uling to routers, but not policing [12]. Therefore, a lightweight, packet-granularity charg-
ing system has been investigated emulating a highly open policing function that is sepa-
rated from the data path. The number of charging functions required depends on the
customer’s selection of services and is operated on the customer’s platform. The proposed
architecture includes a set of functions distributed to customers, which can include meter-
ing, accounting, and billing as well as per-packet or per-flow policing and admission con-
trol. The proposal concludes that lower cost is achieved through simplicity without sacri-
ficing commercial flexibility or security. Different reasons for charging, such as
interprovider charging, multicast charging, and open bundling of network charges with
those for higher class services, are considered within the same design. A discussion of
value flows in such an environment can be found in Briscoe [11].

4.3.1.5 Edge Pricing The fundamental idea of edge pricing concerns pricing deci-
sions, which are made at the edge of an ISP locally [26, 108]. Therefore, no standardized
pricing models are necessary, since ISP interconnections involve bilateral agreements
only, e.g., in DiffServ this will be a major part of SLAs between ISPs. This decentralized
approach allows for different edges of the Internet to support differing pricing models at
the same time. Furthermore, edge pricing’s characteristic of transparency enables ISPs to
use, adapt, and evolve pricing policies independently. In a basic approach, customers de-
fine the maximal total price they are willing to pay as a sender or a receiver of data, re-
spectively, as well as an upper limit for the maximal number of hops. This charging infor-
mation can be transmitted as part of a signaling protocol, e.g., in the RSVP header [36,
62].
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4.3.1.6 Congestion Pricing Congestion is a problem for today’s packet-switched
networks, particularly the current Internet. The central question is: Are there means to
possibly encourage users to cooperate with the network and at the same time allow for
differential QoS provisioning in the network? Emerging ways of controlling network re-
sources use traffic-control mechanisms in terms of congestion pricing approaches to
achieve differential QoS. If there is no congestion, the price for utilizing the network is
zero or at a minimal value, but it increases with increasing congestion. This scheme is
incentive compatible, as it gives users the choice of backing off when the network is
overloaded, and allows those willing to pay more to get more. In this case, feedback sig-
nals from the network to the customer are related to shadow prices and the marginal cost
of congestion. All customers are free to react as they chose, but will have to pay charges
when resources are congested. Such behavior between users and the network can be con-
sidered self-management [63]. In addition, this model complies with gaming theory,
since users play a game with the network [66]. Within the Internet, different algorithms
can be linked to TCP or flow control schemes. In addition, the Explicit Congestion
Notification (ECN) proposal [99] offers a feedback mechanism to users, which is ap-
plied as one possible example in the M3I project [85] as well as proposed in [67, 68].
Finally, the congestion pricing approach has an impact on networking infrastructure in-
vestments [46].

4.3.1.7 Cumulus Pricing Scheme Pricing models form a scalable approach for
network management. This alternative view on pricing as an economic traffic-control
scheme is based on eliciting user information about expected usage patterns. Based on
this information, ISPs are enabled to optimize, e.g., network configuration or admission
control, with respect to objectives such as the maximization of utilization or revenue.
The cumulus pricing scheme (CPS) defines a flat-rate scheme (but rates may vary over
long time-scales). It provides a feedback mechanism to bring market forces into play
(where this feedback is not an immediate one, but requires the accumulation of a suffi-
cient number of discrete “flags” indicating user behavior), and it allows for a wide flex-
ibility in terms of the technical prerequisites, especially concerning the measuring and
accounting mechanisms of the required data records [121]. CPS has been developed
with respect to three main dimensions—(1) customer-oriented, (2) ISP economic, and
(3) ISP technical—which define the Internet pricing “feasibility problem,” i.e., an opti-
mal trade-off between the ISP’s technical, the ISP’s economic, and customer-oriented re-
quirements [101]. The fundamental decision between static and dynamic schemes touch-
es customers’ desires concerning price stability, e.g., highly fluctuating auctions,
whereas orienting a pricing scheme strictly according to the forces of the market induces
technical infeasibility. The key to the solution proposed lies in building a contract be-
tween customer and ISP upon suitable information about the expected usage pattern of
the service and influencing the actual customer behavior by a new type of feedback
mechanism that is specific in terms of its relation to different time scales. Measurements
take place over a short time period and allow evidence about user behavior on a medi-
um time scale. This evidence is expressed in terms of discrete flags, so-called cumulus
points, yet not triggering a reaction by themselves, but only as a result of their accumu-
lation over a long time period. Reichl and Stiller [101] propose a framework for tariff
descriptions that identifies that existing tariffs seldomly consider a time-scale mapping.
It demonstrates that the design of CPS eventually even solves the feasibility problem
mentioned.
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4.3.1.8 Charging for Premium IP Services The ACTS project SUSIE is fo-
cused on the examination, design, implementation, and testing of solutions for charging
and accounting of QoS-enhanced IP services. Driven by the need to support a wide
range of possible tariff schemes and prices, the proposed charging and accounting ar-
chitecture shall support a flexible set of metering solutions, the exchange of accounting
information between providers and customers, and a means to provision tariffing infor-
mation. Due to the fact that a wide range of application requirements and user value are
in place, a tariff- dependent service selection is desirable. A charging and accounting ar-
chitecture has been developed and applied to premium IP services [17]. In particular, a
tariff formula language defines the description options for the charging formulas and
utility curves. The Charging and Information Protocol allows for user information on
current tariffs in a push and pull mode. The tariff- dependent service selection is sup-
ported by a utility-price optimizer based on user preferences, offered service classes,
and applied tariffs.

4.3.2 Metering, Accounting, and Mediation Technology

A major input for CSSs is defined by the set of parameters and their values, which are
measurable from the underlying networking infrastructure, including hardware and equip-
ment, and software and communication protocols that are in place. While the lowest-layer
task is defined as metering (cf. Figure 4.2 and Section 4.2.4.3), two example technology
choices are mentioned at this stage.

One example is the NeTraMet [15, 13] as the first implementation of the Internet AAA
architecture [80]. The NeTraMet implementation defines a meter that runs on various
platforms. It collects IP packets and byte counts for traffic flows that are defined by their
addresses. Addresses can be Ethernet addresses, various protocol addresses, e.g., IP or
IPX, transport address information, such as IP port numbers, or combinations thereof.
While the traffic flows to be observed are specified by a set of rules that are downloaded
to NeTraMet by a manager, traffic flow data are collected via SNMP by a collector. With-
in NeTraMet’s newest version, DSCPs and IPv6 implementations are supported.

A second example is given by Cisco’s NetFlow product, which provides usage-based
data collection to be integrated into a so-called three-tier billing architecture, where in-
strumentation, mediation, and billing are combined [22]. Within the instrumentation level,
raw data measured at devices are collected in different data formats. The following level,
“mediation,” is concerned with the service and information levels of data, which begin
and end the communication sequences. It filters, aggregates, and correlates raw data to
yield different views on current network activity, and enforces business rules to package
data into the form that is common to billing systems. The nonvolatile collection and stor-
age platform is based technically on an accounting adjunct processor, which is necessary
to relieve router memory from vast amounts of accounting data. Finally, a third-party
billing system collects these mediated and packaged data. It matches these formatted data
with rating systems, prices the resource usage, and outputs the record details to existing
invoicing systems.

A third example covers Hewlett-Packard’s Smart Internet Usage (SIU) product [111],
which determines a distributed usage management system with open interfaces to a wide
range of applications and data sources. Its distributed architecture was designed to scale
according to growing demands with respect to numbers of services and customers. SIU
collects, aggregates, and correlates data obtained from the technical infrastructure, in-
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cluding hardware and software components, relying on a metering tool that is in place.
The configurable presentation and transformation of usage data provide the basic step to
obtain information, which can be utilized for any sort of charging approach for the various
services an ISP might envision.

Among various other technologies, several mediation, accounting, and billing systems
exist in the market. A close similarity to various data format definitions can be observed
(cf. Section 4.4.5).

4.3.3 Traditional Telecommunication Billing

Charging is not a new area, since related areas of significance for charging for data com-
munications exist. This is due to, e.g., the length of time it took the telephone network to
determine traditional telecommunications billing. Before the days of deregulation, the
handling of interconnections between national telecommunication operators was based on
dealing with telephone calls. As standardized in the ITU-T D Recommendations series
[54], Accounting-rate systems (ARS) were devised to simplify operator-to-operator inter-
faces and sharing of revenues between originating and terminating operators. The ac-
counting-revenue procedure division defines how the accounting revenue is shared be-
tween terminal administrations, and, as appropriate, between administrations of transit
countries [54]. It includes the accounting-rate share as part of the accounting rate, corre-
sponding to facilities made available in each country. This share is fixed by agreement
among operators.

Thus, the ARS had to be negotiated between every separate interconnect partner. The
advantage of this system is based on the fact that only bilateral agreements had to be ne-
gotiated. However, its drawback came with the liberalization of the telecommunications
industry, since an ARS does not reflect the real costs of service provisioning, traffic analy-
sis between operators is limited, and data interrogation in cases of disputes is almost im-
possible [74]. In addition, on the technical side, all charging capabilities (including inter-
faces to billing systems) were hardwired down to the switching fabric, where all data
collected were tied inextricably to devices, such as line cards, crossbars, or ATM switches
[22, 103]. This tight model does not offer a single degree of flexibility, particularly for dif-
ferent interoperable equipment, as is required for today’s and tomorrow’s Internet net-
working devices. Finally, Internet charging and SLA need to integrate multiservice agree-
ments between providers. While telephony bearer services basically consist of a single
end-to-end service class, the telephony circuit of 64-kbit/s equivalents and some predeter-
mined delay, today’s Internet services show a much larger variety of technical parameters
and resource usage within the network itself. The main difference in telephony compared
to the Internet is visible in the set of fixed QoS characteristics per telephone connection.
The style of packet-switched networks shows major technical differences and requires dif-
ferent handling of charging. Thus, new concepts for Internet transport, services, and con-
tent charging are essential to develop a similar level of operation and reliability for Inter-
net CSS.

Work on charging in the ATM environment shows commonalities, but is still signifi-
cantly different from the Internet, due to at least the virtual connection principle applied.
For ATM-based B-ISDN the tasks of accounting, charge calculation, and billing are re-
quired to complete a commercial services offer of integrated services. ATM charging can
be expected to serve as an embracing network functionality capable of supporting the
needs of service providers, retail customers, value-added service providers, and other
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businesses in a differentiated services market situation. VPNs offer the possibility of satis-
fying special enterprise needs on a closed networking environment, where an ATM-based
solution is highly qualified to obtain the bandwidth and guaranteed QoS required. It guar-
antees maximum flexibility for a variety of different applications requiring multimedia
services, it eases management overhead, and it reduces costs of operating the VPN. How-
ever, ATM-based Intranets are only affordable for medium and larger enterprises, because
tariffing structures slightly favor high-volume customers.

The ATM view of accounting, charging, and billing has been preliminarily defined in
[32]. The basic charging for ATM, termed “three tier charging” [72], includes the setup
fee, all duration fees, and all volume fees. In contrast, two basic components of ATM
tariffs are commonly identified by ETSI [31]. Charges of an access component are typ-
ically fixed per installation, and they remain constant over billing periods, which does
not require any on-line measurements. However, this scheme should still allow providers
to compensate and recover costs for required facilities of a service subscriber to access
a service or services, e.g., facilities specifically provided to that service subscriber. In
addition, these charges are independent of the utilization and are related mainly to the
type of access, such as capacity provided, maintenance, or redundancy. Charges of the
utilization component should be in accordance with the service requested by the service
subscriber. The measurement of this utilization component usually has to be carried out.
Most ATM utilization charging schemes are based on saving parameters received
through the ATM signaling, e.g., including traffic contract, source and destination ad-
dresses, counting ATM cells during the ongoing call, and saving the setup time and du-
ration of the call. Since ATM technology in the wide-area environment used to be con-
trolled by Post, Telephone, Telegraph (PTTs), tariffing schemes defined initial
approaches for public ATM networks. Legacy ATM networks still rely on conventional
tariff models as applied to telephone services. Current implementations on ATM pricing
models are based either on a flat rate, as for legacy leased-line tariffs, or on a two-part
pricing scheme that includes a monthly access and a usage-based fee, as it has been for
legacy switched-circuits tariffs. Research results on pricing ATM services have been ob-
tained, e.g., by several ACTS projects, such as Charging and Accounting Schemes in
Multi-Service ATM Networks (CA$HMAN) [112] and Contract Negotiation and
Charging in ATM Networks (CANCAN) [72], as well as another Swiss project [103].
These proposals suggested different ATM pricing models to take into account various
service classes offered by ATM.

4.4 INTERNET SERVICES AND TECHNOLOGY CHOICES

The different technologies for Internet services can be distinguished by their trade-off be-
tween features and complexity. While a larger set of features, such as QoS support or ad-
vanced security functionality, has the potential for a better services differentiation, the
complexity of this particular technology increases. However, in order to combine these
technical service differentiation methods with components for adding economic control
mechanisms, these different technologies require adequate interfaces for dealing with
charging-relevant information and tasks. For that reason, major QoS methods and service
differentiation methods are described, Internet technology choices are discussed, and in-
terprovider agreements, as well as suitable accounting and charging data formats, are pre-
sented.
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4.4.1 Quality of Service Methods

Three major groups of QoS methods are concerned with the control of data flows in a net-
work [113], the Internet in particular. The first group deals in the shortest amount of time
with per-packet or per-flow issues, once the flow has been set up or data are transmitted.
The second group handles procedures in medium time periods to signal QoS requirements
to appropriate network elements. Finally, the third group provides in longest amount of
time to engineer multiple traffic streams and networks as a whole.

Based on Karsten et al. [61], these different groups include in particular the following
methods. Packet scheduling impacts the QoS experienced by a packet, since the queuing
delay constitutes a portion of the total end-to-end transfer delay. Therefore, scheduling is
concerned with the decision of which packet to send next on a given link. Examples in-
clude FIFO, WFQ and RED. Traffic policing and shaping deal with the task shaping traf-
fic to either a negotiated or advertised level of service at the edges of networks or between
network elements. Example mechanisms include leaky or token-bucket traffic shapers in
order to ensure a controllable network load. Finally, adaptiveness determines the capabili-
ty of end-systems to react to congestion in the network by evaluating signals from the net-
work. These signals can be implicit, e.g., loss of packets, or explicit, e.g., by an ECN [99].
Dynamic and congestion-based pricing of network services are also a form of network
signals proposed for managing QoS (cf. Section 4.3.1.6).

Signaling and admission control are a major representative of the second group of QoS
methods. This integrated set of mechanisms builds on a session or call paradigm, where
users of the network signal their requirements explicitly and the network consults local
admission-control modules to accept or reject those requests. While per-flow admission
control allows for statistical QoS guarantees on a per-packet basis only, admission-control
procedures are either parameter- or measurement-based. An example of a proposed sig-
naling protocol for the RSVP [8], while another one is an inter-bandwidth broker protocol
[115].

Finally, long-term methods include traffic engineering, and are concerned with the dis-
tribution of traffic for a given network by mechanisms such as explicit or QoS-based rout-
ing schemes. Network design and engineering, called provisioning as well, deal with the
set up and maintenance of network equipment and the design of particular instances of
QoS methods based on experience, expert knowledge, heuristics, or formal optimization
methods.

4.4.2 Service Differentiation Methods

Until recently, the Internet has performed on a noncommercial basis and service differen-
tiation has not been necessary. However, with commercialization of the Internet, consid-
ered to be a commercially operated networking infrastructure and its offered services, this
point of view changes. In particular, once an end-customer has to choose from, say, two
different service classes, a best effort one and another one delivering some sort of band-
width guarantees, the purely technical solution of providing these classes is not sufficient
any more. The reason for this is obscured by the greedy nature of almost every, certainly
the majority of, end-customers—they will always choose that service class with the best
QoS. Of course, if this is the case, the service class with less QoS will become obsolete,
since it is not used. In turn, users encounter similar problems as before within the better
class of service due to its potential for being heavily congested. This situation will remain
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unchanged as long as no financial incentives for choosing a service class that is perfectly
suited for the end-customer’s needs are provided by the Internet.

Today’s Internet does not offer service differentiation mechanisms, since the best effort
type of service still dominates. In addition, the basic Internet protocol is defined by the IP,
which is currently used in its Version 4 and does not provide any service class differentia-
tion features besides the ToS field. Nevertheless, this field is only optionally used on a
wide scale within IPv4. Enhancements and changes, including a flow label field [96], de-
termine the new version IPv6 being prepared by the IETF.

An important way to make an effective service differentiation is the definition of a
QoS model for services offered. According to Bradner [9], the following macroscopic
facets exist. The scope defines the logical distance over which a service model is provid-
ed. The granularity identifies the smallest service unit, which is treated individually by the
service model. The time period specifies the granularity in time for which services are be-
ing provided. And the control model formulates those entities, which perform the control
over the network and the traffic. They can be located exclusively in the network or in end-
systems, with a continuum of hybrid forms in between. However, since two distinct Inter-
net protocol architectures are used today as approaches for a service differentiated Inter-
net, distinct QoS models and their corresponding technology choices exist.

Another challenge is due to the fact that the application of a differentiated pricing
model for differentiated Internet services gives network operators a substantial gain in ef-
ficiency. It has been shown theoretically and by simulation that this increase in efficiency
depends on the traffic characteristics of applications [26, 106]. Another important factor
is the degree of competition allowed by regulators. Global Internet services usually cross
many different provider networks, and providers overlap each other geographically. This
development not only increases competition, but also increases the choice of service of-
ferings and the efficiency of network operation. Therefore, provisioning of differentiated
services requires charging and accounting services in the Internet. The offer of multiple
service classes and the precision used in appropriate pricing models depends on the way
packet-based communication is handled. For example, in the medium time-scale phase of
QoS methods, existing signaling protocols like RSVP [8] can provide the basis for col-
lecting charging data [117, 59].

4.4.3 Internet Technology Choices

Starting from the presentation of the best effort model with overprovisioning, continuing
to a price-based best effort, the integrated services and the differentiated services models,
a combination of these approaches is discussed.

4.4.3.1 Best Effort Assuming that overprovisioning of network resources, basically
bandwidth, is both possible and sufficient to sustain the single-service nature of the cur-
rent Internet, an end-to-end communication is possible, where all control entities are lo-
cated in end-systems [61]. Therefore, no state exists in the network and all traffic is treat-
ed at the same granularity with longer time periods, essentially equal to the length of a
capacity planning cycle. The QoS method applied to this model is the network design and
engineering model to provide for a superabundance of network resources. In periods of
resource scarcity this model relies on the adaptiveness of end-systems. Based on another
assumption that pure overprovisioning is not sufficient without an additional means of
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signaling besides packet loss, this additional signal is a per-packet price, depending on the
internal state of the network, e.g., its congestion level. The time period of interest for this
model is related to the period of price announcements and the ability to set them from the
provider’s side. Again, network design and engineering methods are applied, but end-sys-
tems’ or users’ sensitivity to pricing signals has be estimated. 

Neither of these two models has been proven to be optimal or totally unsuited. In addi-
tion, the combination of technical means and an economic-driven control strategy inte-
grates a set of not yet fully understood factors (such as packet-switched, connectionless
networking technology, and the extremely high pace of network and customer growth) of
a new and rapidly emerging Internet services market.

4.4.3.2 Integrated Services Internet IntServ defines a framework in support of
unidirectional end-to-end flows [7]. These flows can request certain QoS and can use a
controlled-load service [129] or a guaranteed service [109]. As shown in Figure 4.5, avail-
able service classes in IntServ distinguish between best effort and guaranteed services.

However in every case, flows need to establish a context between the sender, the re-
ceiver, and intermediate nodes. Therefore, RSVP [8] has been defined as a protocol for re-
serving network resources for single flows, which are specified by the sender and receiver
in terms of desired traffic classes, including bandwidth, delay, and loss characteristics.
RSVP relies on the existence of an admission control, resource allocation, and packet-for-
warding mechanism in each router to ensure that the requested QoS parameters can be
guaranteed. Advantageous features of the IntServ and RSVP approach encompass a re-
ceiver-driven QoS specification, the support of multicast traffic and its merging for reser-
vations, and the soft state approach for maintaining the context data of a flow. However,
the support on a per-flow basis shows a linear scalability with respect to the number of
flows and states to be kept in large backbone routers [59]. The per-flow granularity im-
poses overhead that may not be necessary for a certain number of situations.

4.4.3.3 Differentiated Services Internet Due to these assumed scalability prob-
lems when handling single flows, a different framework was developed. Instead of treat-
ing a single flow as the entity of interest, the DiffServ handles Internet traffic based on the
notion of aggregated, unidirectional flows and fixed numbers of service levels in terms of
service profiles [4]. This approach minimizes the state to be maintained in the routers. In
addition, this is supported by a domain concept, where a group of routers implements a
similar number of service levels and the appropriate set of policies. This DiffServ domain
is defined by a fixed boundary, consisting of ingress and egress routers. However, traffic
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Figure 4.5 Service classes in IntServ (based on Braden et al. [7]).
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traversing such a DiffServ domain is required to be marked. This marking happens on a
per-IP-packet basis at the ingress routers and utilizes the DS field in an IP packet [87].
This DS field replaces the ToS field from the IPv4 protocol and accepts the definition of
PHB, which in turn determine the service level such a packet will be treated by. Once the
DSCP as part of the DS field has been set, the packet travels through the DS domain, and
are treated equally in every interior router [89].

Therefore, since single end-to-end flows are bundled to aggregated flows with a simi-
lar behavior within a DS domain, the DS approach requires less overhead. However, the
need to mark IP packets at DS borders remains. In addition, a longer termed service con-
tract may be required between different DS domains, since a certain service level may be
required. This type of flow aggregation, in conjunction with service guarantees, requires
some sort of admission control, since an overutilization can lead to service degradations.
SLAs are regularly set up between interconnecting ISPs in order to maintain the desired
service level for the aggregated flows. An initial SLA needs to be set up between intercon-
nected ISPs before any service is exchanged. SLAs can also be adjusted dynamically. Fur-
ther details on SLAs are provided in Section 4.4.4 below.

4.4.3.4 Comparison and Combination (IntServ over DiffServ) As presented
earlier, IntServ as well as DiffServ have a number of advantages and drawbacks. Based on
six classification criteria, Table 4.2 summarizes these differences for the IntServ, Diff-
Serv, and best effort traffic architectures of the Internet.

One possible combination of IntServ and DiffServ advantages could apply to IntServ
in the access and DiffServ in the core network. Local area networks (LANs) tend to show
an overprovisioning of bandwidth, which does not require sophisticated resource manage-
ment and signaling, if certain topology and traffic considerations are taken into account.
The access network, however, utilizes RSVP to signal flow requirements from LAN-based
hosts to the core’s edge routers. They perform a mapping of these requirements onto par-
ticular flow aggregation types available in the DiffServ core represented by a dedicated
SLA. Since core routers perform traffic forwarding based purely on PHBs, they are able
to cope with many aggregated flows. Therefore, only edge routers need to keep the state
of flows from their local domain.

4.4.4 Interprovider Agreements

Interprovider agreements are required between ISPs, to define terms and conditions of
services for traffic exchange. Such an agreement represents a contract-like relationship,
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Table 4.2 Comparison of Internet Network Architectures

Criteria Best Effort IntServ DiffServ

QoS Guarantees No Per data stream Aggregated
Configuration none Per session (dynamic) Long-term (static)
Zone Entire network End-to-end Domain-oriented
State information None Per data stream (in router) (None, in BB, in edge 

router)
Protocols None Signaling (RSVP) Bit field (DS byte)
Status Operational Matured Being worked on
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indicating all characteristics of the service and its implied financial settlements. Tradi-
tionally, within the Internet, ISPs engage in interconnection agreements to assure each
other pervasive Internet connectivity. This allows ISPs to exchange traffic at an intercon-
nection point, either with or without financial settlements [1]. Traditionally, these agree-
ments do not consider QoS-related issues. More recently, SLAs are used as a means of es-
tablishing a provider/customer type of relationship between two providers. While the
exact content of an SLA often depends on the specific business and technology context,
the core of an SLA always includes a description of the traffic covered by the SLA and the
service level that is to be applied. SLAs provide the contractual envelope for QoS-based
assurances. As discussed in Kneer et al. [71] and Stiller et al. [120], the following types of
SLAs can be described.

4.4.4.1 DiffServ SLAs The DiffServ approach is based on the notion of “network
domains,” which can be operated by different ISPs. In a pure DiffServ world, both access
and core domains would use DiffServ technology to transfer data within their domains as
well as between domains. In order to indicate service commitments between domains,
SLAs are employed. However, the IETF working group on DiffServ does not consider
SLAs as their area of interest.

DiffServ SLAs are defined on the contract level, according to the type of underlying
physical network connectivity. According to the contemplated DiffServ support for multi-
ple service classes, an SLA also specifies a selected service class. Thus, a DiffServ SLA
includes at least:

� Description of the aggregated flow to which the SLA is applicable.

� Corresponding throughput values.

� Corresponding service class, e.g., expedited/assured forwarding, determining QoS,
delay or loss characteristics.

In principle, DiffServ SLAs can be defined at any granularity level, including the level
of application flows. As DiffServ pursues the goal of high scalability, only a limited set of
SLAs is likely to exist between any two domains, so that explicit support of individual
flows through DiffServ SLAs will be an exception. Further work on SLAs and service-
level specifications can be found in Salsano et al. [104].

4.4.4.2 Commercial SLAs SLAs have emerged in the commercial domain as a re-
sult of increasing customer demand to understand what kind of service they can expect
from an ISP. Such SLAs are typically tied to the provision of a network service on a long-
term basis and service provision, which includes both the installation of physical equip-
ment, e.g., routers or access lines, and the provision of a data transporting service, e.g.,
based on IP protocols.

In order to capture QoS aspects, SLAs include parameters similar to those considered
in the DiffServ case. As an example, the SLA employed by UUNET foresees the follow-
ing attributes:

� Throughput offered to customers, e.g., T1

� Round-trip latency across the provider’s network

� Availability of the service
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� Outage notification duration

� Duration between order and installation

� Reimbursement procedure in case of noncompliance

These SLA approaches tend to serve the same purpose: establish longer-term service
relationships between adjacent ISPs, and provide assurances for traffic aggregates ex-
changed between them. This avoids the overhead implied by a high number of concurrent
SLAs and frequent changes in terms of agreements.

4.4.4.3 Flow-based SLAs In principle, SLAs can be applied at the service inter-
face between ISPs, providing IP access and their end-customers. However, given that in
access domains per-flow handling of traffic is a viable option, a different approach is fea-
sible, offering superior flexibility in applying charging schemes to QoS-based traffic.

First, it is likely that QoS support within the Internet will not be pervasive. Whenever a
QoS-based flow is requested by an application, the availability of such support has to be es-
tablished, depending on source and destination endpoints as well as the sequence of ISPs in-
volved. Providing SLAs dynamically on a per-flow basis allows such dependencies to be
considered and automatically adapt to increasing Internet support for QoS. Second, con-
sidering QoS automatically implies a strong differentiation among Internet services. QoS
can be provided at multiple levels, e.g., to support various audio qualities. Consequently,
there is a need for differential and QoS-dependent pricing in order to prevent users from
making use of the best QoS level only. Similarly, applying differential pricing is required in
order to reflect the communication path, i.e., ISPs traversed, including source and destina-
tion locations. Both aspects lead to service costs, which can be established only if charac-
teristics of a requested flow are known, i.e., on a per-flow basis. Third, there is an ongoing
discussion on the pricing scheme that should be applied to Internet traffic. Dynamic pric-
ing of offered services based on the current level of network usage was shown to signifi-
cantly improve service characteristics a network can provide, for instance, reduce conges-
tion and smooth traffic. Assuming such an approach, both the implied QoS level and the
price provided are to be established dynamically for each new flow.

Providing flow-based SLAs captures all mentioned issues. Such SLAs are in contrast
to the ones considered earlier. They directly concern application-level flows and not ag-
gregations of traffic. Furthermore, they are likely to be set up for the required duration of
communications only. Flow-based SLAs are in line with the service model proposed by
IntServ, as far as the end-customer’s point of view is concerned, since they want to have
selectable QoS on a per-flow basis. In contrast, the arguments mentioned earlier are driv-
en by economic considerations. ISPs want to provide incentives for end-customers to
make use of more or fewer resources in the network and, in the case of dynamic pricing,
ISPs want to consider the availability of free resources when setting prices. These aspects
are best considered in the context of individual demand units, i.e., flows for end-cus-
tomers or aggregates for enterprises.

4.4.5 Standardized Data Formats

CDRs [58], sometimes termed call detail reporting, call data records, or station message
detail record (SMDR), are the most commonly known records for call-specific data, orig-
inating from telephony-based telecommunication systems and developed over many years
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in an environment with quite static services portfolios. Such a record defines the funda-
mental unit of data to be exchanged in the circuit-switched voice world. It contains data
about each call made, e.g., dialed digits, the phone number dialed from, call direction, ser-
vice type, associated inverse multiplexing session and port, date, time, off-hook time, on-
hook time, how long the call lasted, and a circuit identifier. Virtually all telephony switch-
es, private branch exchanges (PBXs), and ATM switches [103] produce CDRs. However,
each switch product tends to produce CDRs in different formats, which means that data
fields of each record may appear in a different order from one switch to another. There-
fore, performance-intensive software needs to convert various CDR formats into a stan-
dard format usable by a charging system. Because the network provider can charge for
bandwidth on an as-used basis, the CDR can be used to understand and manage band-
width usage. However, they are different in that an SMDR is focused on the station (ter-
minal) and the CDR is focused on the call itself. Therefore, the two terms should not be
used interchangeably, since the formats of the records will be different. Usually, a single
device, say a PBX, will produce one or the other, but not both.

To cope with networking characteristics of the Internet, mainly the packet-switched
characteristic compared to the telephone network’s circuit-switched system, a correspond-
ing data specification is required. In addition, the Internet market trend to develop and de-
ploy new services frequently raises a second dimension of complexity for an “Internet
CDR.” Therefore, the initiative “IPDR.org” decided to develop a basic framework for a
usage specification, called IPDR, which allows different companies to develop dedicated
code within the framework, support interoperability, and the usefulness of the specifica-
tion [21]. It refers (1) to a functional operation, where an NDM function collects data
from devices and services in a provider’s network, and (2) to usage, the type of data,
which shows an open, extensible, and flexible record format (the IPDR record) for ex-
changing usage information of essential parameters of IP-related transactions. A reposito-
ry for defined IPDRs is envisioned, including the variety of services, such as email ser-
vices, as well as real-time services. These definitions will form the essential elements of
data exchange between network elements, OSSs, CSSs, and BSSs. The framework will
provide the foundation for the development of open, carrier-grade Internet services en-
abling next-generation IP networks to operate efficiently and cost effectively.

The recently published informal RFC on accounting attributes and record formats [14]
summarizes existing IETF and ITU-T work and discusses advantages as well as draw-
backs in close detail. With respect to the Internet, the remote-access dial-in user service
(RADIUS) accounting record (RAC), the DIAMETER attributes, and real-time flow mea-
surement (RTFM) architecture are important. While RADIUS, among others, deals with
start, stop, and activity data including various accounting, tunneling, and general attribut-
es, DIAMETER being part of the AAA architecture (cf. Section 4.3.2) inherits all of them
and defines a secure protocol to transfer these accounting attributes. Finally, the RTFM
architecture supports flow measurements via RTFM meter readers, which read data from
MIB to be stored in RTFM attributes, such as source and destination information, as well
as packets and byte counts.

Additional data formats are available, but mainly with respect to a particular protocol
or application. The domain name system (DNS) and the dynamic-host configuration pro-
tocol (DHCP) maintain customer profile data, which form a type of standardized data for-
mat. In addition, the lightweight directory-access protocol (LDAP) offers mechanisms
with transfer capabilities for customer-profile data. However, these data formats are not
generally used for the purpose of accounting.
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4.4.6 Electronic Payment Systems

Aside from communication protocol relevant issues and Internet networking technology
choices, a particular area of interest arises. With respect to fully integrated electronic ser-
vice delivery, electronic payments for various kinds of transport and content services de-
termine the clear necessity of pico- or micropayments. Since existing electronic payment
systems are not well suited for this task, solutions have to be researched, including effi-
cient cryptographic protocols for secure transmission of payments [98]. To implement a
complete billing system successfully, legal contracts are needed that are based today
mostly on verification of customers’ identity by letter or telephone. This is due to the ab-
sence of efficient electronic authentication mechanisms and certification authorities.
Once a contract has been established, traditional invoicing or credit card billing is the
most popular way to collect money. However, electronic payment systems that provide
anonymity [19] and/or small amounts [79] are still not accepted with ISPs. Today, it is not
clear, whether micropayments or anonymous e-cash provide a real advantage to service
providers offering usage-based pricing for their services.

4.5 PRICING MODELS

The increasing deregulation of the telecommunications market and the emerging business
orientation of Internet services drive the need for appropriate pricing models for packet-
based communications, which are independent of regulated aspects. Well-known and
widely accepted pricing models for communication networks offering a single network
service, e.g., telephony or X.25, are provider-centric, i.e., they are set to fixed values and
reissued, whenever provider costs or regulations change. However, in an increasingly
competitive environment, this approach of changing models is too slow. Furthermore, the
deregulation opens the field of pricing in particular communication services within an
open market approach [86].

Besides these changes in the overall networking environment and market situation, the
selection of a set of suitable pricing models for the Internet remains an open problem. Many
projects covering charging functionality on the network level, including services and some-
times content, intend to achieve complete independence from pricing models. Therefore,
this section investigates pricing model constituents and then discusses existing models.

4.5.1 Pricing Model Constituents

In general, the components of pricing include three basic constituents as illustrated in
Figure 4.6, each of which may be empty. First, an access fee is usually a time-periodic
charge, e.g., weekly or monthly, for using an access link to the network. The price for this
link depends, e.g., on the capacity of that link or its length to the provider’s point of origin.
This constituent does not require any on-line measurements (metering), since the data re-
quired for the price model to be defined are of a static nature, based on the installed con-
figuration. However, metering for traditional network management purposes, such as uti-
lization and load balancing, can be performed. Second, a per-call or connection/reservation
setup fee may be included. In connection-oriented, circuit-switched networks or connec-
tionless, packet-switched networks with reservations, different mechanisms setting up the
connection and the reservation, respectively, can be charged separately. This constituent un-
avoidably requires on-line metering on a per-call or per-reservation basis, including corre-
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sponding data formats for accounting for this information (cf. Section 4.4.5). Third, a usage
fee may be used to charge for data transport and services on time, volume, or any particular
QoS basis. This fee reflects the actual resource usage, e.g., users consume capacity. Based
on economic principles of marginal cost, market mechanisms, congestion-driven schemes,
or marketing policies, details of this usage fee and its corresponding pricing model have to
be defined explicitly. Finally, independent of the basic transport and service fees, a content
fee may be introduced. Depending on the particular application and its content, this fee may
be omitted explicitly (e.g., telephony, fax, e-mail services where the “content” is provided
by the user himself), billed separately (e.g., the Wall Street Journal on-line edition), or in-
distinguishably integrated into the transport and services charging (e.g., 1-900 numbers).

The traditional telecommunication services approach, as defined in [55], follows a
similar approach, defining the elements “access,” “invocation,” and “usage,” but consider-
ing a single service only and neglecting all content issues. While the access shows a sub-
scription form and uniform periodic charge, the actual bill is based on a call or service
setup attempt, which is measured in units of uniform charges or successful connections.
Finally, the usage element shows the form of the call duration or the volume transmitted,
which are measured in time, pulses, packets, or segments as well. Different combinations
of these constituents and approaches to pricing of telecommunication services are classi-
fied in [40]. For instance, where the service is a single-voice service, traditional voice ser-
vices show all three transport and services components.

The price constituents in Figure 4.6 are fully or partially reflected in Internet pricing
models. An ISP usually used to charge for access and optionally for usage on a connect-
time basis or on a flat rate. However, the most important pricing models for Internet ser-
vices include flat fee, usage-based, reservation-based, volume-based, service class-based,
and connect time-based methods, as discussed below.

Edge pricing (cf. Section 4.3.1.5) deals with another aspect of complexity reduction,
only in terms of locality, concentrating the distributed nature of pricing decisions by shift-
ing them to the edge of the ISP [108]. This concept is preferred for its simplicity, decou-
pling complex price negotiations between customers and various ISPs into a series of bi-
lateral ones on different time scales, as well as for its transparence toward the customer.

4.5.2 General Characteristics of Pricing Models

Now that we know about the pricing model constituents, we can see that the targets of
pricing are at least twofold. On the one hand, it acts as a means for allowing fair, finan-
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cially driven resource sharing of services, and it provides an economically driven tool for
traffic control functions, such as bandwidth management. On the other hand, pricing de-
termines the approach through which providers to recover costs or increase their revenue.
In general, Internet pricing needs to comply with customer demands as well as provider
demands, which creates an inherent problem, since the time scales of interest to a single
customer are significantly different compared to provider time scales. Therefore, to enable
a comparison of particular pricing models for the Internet, time scales for Internet pricing
are introduced, properties of pricing models are summarized, and relevant pricing model
dimensions are derived.

4.5.2.1 Time Scales Time scales define the major criteria for distributed systems to
operate with feedbacks. Since, according to Section 4.2.4.1, charges are derived from
prices, and since they reflect a financial feedback to utilization of a service, existing man-
agement time scales are, according to Hegering et al. [50]: short-term in minutes, medi-
um-term in hours, and long-term in weeks or months. These scales are extended for charg-
ing purposes by an atomic scale for ultrashort times in seconds and below. As illustrated
in Table 4.3, intervals and units of measurement show the relevant timing and information
to be accounted for. The type of feedback is identified as well.

Applying these time scales onto pricing-controlled activities results in [120]:

1. The atomic monitoring and control level involves sending packets, round-trip times,
and managing feedback between sender(s) and receiver(s).

2. The short-term intervention level is concerned with the usual duration of applica-
tions like file transfer, video conferencing, or IP phone calls. The accounting and
metering tasks are closely related to these activities.

3. The medium-term service provisioning level performs billing actions and depends
strongly on the usual human lifestyle habits of humans, e.g., monthly payments of
rents, phone charges, or newspaper bills.

4. The long-term business/strategic level in this context determines the duration of
contracts between customers and ISPs, which usually varies from several months to
years. Note that contracts between ISPs may be shorter.

Therefore, as depicted in Figure 4.7, the proposed charging system operates as a man-
agement system that is capable of supporting various pricing schemes. Depending on the
specific pricing model applied, different time-scales are effected. Models include usage-
based and congestion pricing as a means of mediating the current network utilization, or
time-of-day pricing, which is part of the strategic level, since different business models
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Table 4.3 Time Scales, Measurement, and Feedback Content [121]

Time-scale Name Measurement Intervals Measurement Units Feedback Content

Atomic Milliseconds, round  Packets Communication-relevant 
trip-times data

Short-term Minutes Flows/sessions Application data
Medium-term Hours/days Billing periods Billing data
Long-term Weeks/months Contract periods Contract data
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are developed for different user demand and user segments.5 An important result from this
mapping of management time scales and their mechanisms in place on pricing time scales
is the fact that atomic time-scale mechanisms are technically in operation, just not in an
economic model. As described in the following sections, this dilemma of operating a net-
work in smaller time scales than the customer is able to respond to single events (feed-
back), has been termed the “Feasibility Problem” of Internet Pricing (cf. Section 4.3.1.7
and [101]).

4.5.2.2 Pricing Model Properties Pricing models determine the price of a com-
munication service or application referred to. On the one hand, the price for, e.g., data
transport, a service, a service invocation, a certain quality level of the service, or in gener-
al for a unit service, depends on costs, demand, and marketing considerations. They allow
for service providers to recover costs or maximize their revenues. On the other hand,
prices provide feedback signals to users and influence demand and usage.

Therefore, as presented in [37] and extended here, a set of pricing model properties are
considered relevant, mainly based on the provider’s point of view in the beginning and to the
customer’s point of the view afterwards (cf. Section 4.2.2). These properties encompass:

� High probability of cost recovery

� Competitiveness of prices

� Encouragement (discouragement) of customers

� Implementation and usage costs

� Comprehensibility

� Controllability, auditability, and trust

� Predictability

� Responsiveness

� Fairness
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5For technical terms, Figure 4.7 is based on [65] extended by pricing approaches, and completed by time scales.
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From the provider’s point of view, to operate a network economically and efficiently, a
minimal degree of cost recovery is essential and the production of revenues is intended by
an applied pricing model. In addition, prices set by the pricing model shall be competitive
to remain in the corresponding services market. Pricing of services needs to include in-
centives for customers to reward a technological, efficient use of network services and to
discourage the abundant waste of network resources. Finally, the investment in the imple-
mentation of appropriate metering and accounting equipment shall be minimized.

Turning to the customer’s point of view, the use of a pricing model and its necessary
equipment needs to show a low usage cost limit. Comprehensibility illustrates the ease of
understanding a pricing model and the simplicity of the model, particularly with respect
to the tariff applied, important parameters used, and the suitability for a given communi-
cation scenario. This covers the quality of the service that has to be provided at a minimal
level, and this level needs to be related to the price setting. In addition, mainly as a subjec-
tive point of view the perceived quality at the service’s interface (which is not measurable
today) will become equally even more important. The less a user has to think about an ap-
plied special pricing model, the better. Pricing models need a certain degree of controlla-
bility. On the one hand, this assumes that due to a user’s basic amount of trust in the ser-
vice provider, a price for a utilized service has to be calculable based on locally accessible
information. On the other hand, the service provider has to establish means and mecha-
nisms to ensure that the application of a published price on a utilized service remains con-
trollable, auditable, and supervisory.

While private access to Internet services may show a predictable price of the service (flat
fee) than a predictable QoS (guaranteed service with time-dependent pricing), commercial
users tend to value a service that depends on the dedicated task to be performed, not the ap-
plication currently used. ISPs have gained practical experience in this matter and found that
residential customers prefer the option of predictable prices rather than predictable QoS (cf.
[69, page 18]). However, due to the change to different and new Internet services, such as
multicasting and video conferencing, it is not obvious that these assumptions will hold. In
addition, the change of prices, if necessary for dynamic pricing models, should not happen
too frequently, as stable prices for a reasonable period of time show a greater predictability.
It always must be considered in close relation to the user group and the area of application.
Responsiveness defines the feature of a pricing model to be able to inform the user on the
current price for the actual service usage. Since users want feedback about charges (their
calculation is based on the definitions of the price model) for their service used, it needs to
be ensured that this feedback does not interfere with the task being performed currently.
Therefore, the selection of an option of a push model, where feedback is given periodical-
ly, but not too often, or a pull model, where the feedback is given on request only, is left to
the user. Summarizing, predictability and responsiveness for pricing models are very im-
portant and by themselves a premium service option. Finally, fairness issues in general were
discussed in Section 4.2.3. Certainly, the effect of a positive willingness to pay paved the
way for an economic-driven fairness notion. However, this feature is a principal disagree-
ment with the welfare situation, where a “social fair share” of resources is intended.

Any of these properties affects one of the three dimensions of economic and social as-
pects (efficiency, marketing, user requirements), technical aspects (technology, services
classes, parameters), and research aspects (applications, theory).

4.5.2.3 Pricing Model Dimensions Pricing models have been proposed for almost
every technical protocol architecture in an attempt to satisfy QoS demands. Thus, differ-
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ent and usually incompatible pricing models exist, reflecting no standardization efforts.
However, from the pool of existing pricing models an important distinction must be made
on whether prices are set ahead of time as a fixed (static) price or determined and poten-
tially changed as service is provided, showing a variable (dynamic) price. As further dis-
tinctions reveal, a basic classification and differentiation has been developed [120].

The classification is based on five attributes and a number of well-defined parameters,
all of which are summarized in Table 4.4. These attributes include time, space, quality
(i.e., class quality characterization), technological requirements, and volume.

For the “Time” attribute, the following parameter semantics have been applied:

� Duration defines the elapsed time between the start and end of service usage, e.g.,
duration of a video conference.

� Period determines the committed length measured in time, which is per se indepen-
dent, i.e., decoupled, of the service appliance. This commitment is usually set up in
advance, e.g., a leasing period.

� Time of day defines the sensitivity of service usage to a given time of day. The influ-
ence of the time of day may be known in advance by the customer, e.g., weekend
tariffs, or they as well may change dynamically, e.g., based on congestion in an auc-
tion system.

� Not applicable means that the attribute Time, Space, Class Quality Characteriza-
tion, Technological Requirement, or Volume is not relevant, e.g., for the time at-
tribute not applicable means, that the time has no significance at all, which can be
reasonable, e.g., in a volume-based system. 

For the attribute “Space” the following parameters are distinguished:

� Distance defines the length of the (virtual circuit) from the sender to the receiver,
which is passed by messages. Its length in meters is not relevant, but rather how
much infrastructure has been used to enforce the service provision.

� In contrast to distance, route/path, describes the relevance of where the message
flow passes through, i.e., through which, how many, and what kind of routers. The
route/path attribute plays in important role when particular associations are made
between the chosen circuit and the service.

� The location, distance, and route/path parameters are not sufficient by themselves
to describe all cases that occur for pricing models. Suppose edge-pricing has to be
expressed. Saying that the distance and the route/path are not relevant implies a
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Table 4.4 Pricing Model Attributes and Parameters [121]

Class Quality Technological 
Time Space Characterization Requirements Volume

Duration Distance ISP Flow-based Linear cumulation
period Route/path Customer Class specified Nonlinear cumulation
time of day Location Self-adjusting Not applicable Not applicable
Not applicable Not applicable Indifferent

Not applicable
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transparent network from the point of view of space. Indeed a transparent network
(cloud) does not imply local importance of service provisioning. Thus location al-
lows places/entities in the network that have particular importance for the pricing
model, e.g., just like edge-pricing, to be considered.

The “Class Quality Characterization” attribute describes the sensitivity of pricing models
to be quality classes. It mainly explores how a differentiation of quality is made and who
is influencing the selection or creation of quality classes, i.e., the ISP, the customer, or
both. It has to be noted that a differentiation of quality does not imply that only a fix num-
ber of classes exists.

� ISP sets up quality classes. Often the ISP will have a limited set of quality classes,
which it may slightly adapt and distribute among customers.

� Customer initiates and defines quality class specification, e.g., with a signaling pro-
tocol such as RSVP.

� Self-adjusting. The class quality may change with network state, where the correc-
tion toward the new stable state is performed in a system-inherent manner, e.g., as
with the Paris Metro Pricing approach [92].

� Indifferent, where no different quality classes are available.

For the attribute “Technological Requirements,” the following parameters exist:

� Flow-based: the supporting network technology offers a clear technology for main-
taining flows within the network, such as with the integrated services architecture.

� Class-based: the network supplies a set of discrete classes, where classes are not
necessarily associated with particular technologies or QoS commitments.

Finally, the “Volume” attribute defines:

� Linear cumulation as the amount of data accumulated linearly, determining that
every single data unit measured has the same weight.

� Nonlinear cumulation, which covers all other cases, where the volume of a pricing
model is taken into account.

Obviously, the combination of all parameters allows for a large number of different pric-
ing models to be identified. It is up to the designers to agree upon the most reasonable
ones. As already seen with the parameter not applicable, pricing models are not required
to be precise on all attributes. In case that a pricing model has to choose just a single para-
meter per attribute, this approach is inappropriate. Therefore, a supplementary notation is
introduced. The two variables, x and X, describe alternatives of the importance of a given
parameter on a per-attribute basis:

� x: exactly one, but an arbitrary parameter of an attribute needs to be set, e.g., for the
attribute Volume: x = [linear cumulation | nonlinear cumulation | not applicable].

� X: at least one, but an arbitrary number of parameters of the attribute need to be set.
This is required, if a combination of parameters is utilized to precisely define the
scope of the pricing model, e.g., for the attribute Space: X = distance & route/path. 
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These pricing model dimensions are applied during the process of classifying existing
pricing models in Section 4.5.4. However, two distinct classes of pricing models are dis-
cussed before we do that.

4.5.3 Static and Dynamic Pricing Models

Static and dynamic pricing models reflect the two general alternatives a provider needs to
choose from for its service offers. Since Falkner et al. [34] discuss particular pricing mod-
els in detail, both categories of static and dynamic pricing will be evaluated and compared
in the following sections. While flat-fee models show a long-term static characteristic, dy-
namic models may frequently change the price over time or may cover a usage-sensitive
component.

4.5.3.1 Flat-Fee Models Static models reflect the fact that no charges for calls or
service usage within a specified geographical area are raised. Within the telecommunica-
tions industry, a flat fee (comparable to an “all-you-can-eat” buffet offer), or even free lo-
cal telephony calls, as with some U.S.-based telephone providers, is quite common. There-
fore, the adaptation of this model to a new Internet services model seemed to be
straightforward. A fixed fee for the IP access is independent of the bandwidth utilized, the
QoS perceived or requested, the congestion state of the network, the transmitted informa-
tion, or the customer’s valuation of the service. Actually, the most traditional pricing mod-
el that has been implemented for Internet services is a flat rate model, where the customer
paid a flat fee for unlimited usage of the service provided.

The major advantage of static models and flat-rate schemes in particular is that charg-
ing is easy and simple to apply, since usage-based metering tasks and call timing equip-
ment are avoided, at least for charging purposes. In consequence, accounting tasks basi-
cally do not exist, and the charge calculation is reduced to the flat fee, as defined by the
pricing and tariff chosen in advance. Therefore, the resulting billing task becomes simple
as well, and users know exactly what their bill will be. Billing complaints are avoided. In
addition, the predictability of expected charges is deterministic, since the flat fee is known
in advance and the user’s budget is predictable, which reduces the risk and simplifies fi-
nancial budgeting. For the provider, the revenue and cash flow estimating is simplified.
Consequently, customer and provider need make only a minimal effort.

However, problems with respect to the resource utilization exist with static pricing
models. Usage tends to be high, because no per-call charges are due and incentives to save
resource usage are missing. Staying on-line for long periods of time from a residential lo-
cation, even while not using the service at all, blocks the resource of the local phone line
and switching equipment, which other users would like to use explicitly. Power users ef-
fectively penalize low usage users and could discourage demand. To solve this problem of
higher provider costs, the provider could time users out after n minutes of inactivity. How-
ever, exactly determining n is difficult and will result in inefficiencies for long n’s and, for
short n’s, in a larger overhead for new connection setups. Bandwidth assignments are
made by time and by price. Even worse, bandwidth assignments are based on the cus-
tomer’s patience and not (social) customer valuation of the service. The major drawback
of a flat-rate scheme is, however, that services differentiation is not possible at all, since
the access to an ISP’s point of presence will not allow for the technical differentiation of
packets belonging to different services. In addition, a user differentiation, e.g., business
and residential, becomes difficult, since the variations of usage are not reflected. For a
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profitable continuation of commercial service provisioning, a flat-rate scheme is insuffi-
cient, since they lack revenue sources. An adaptation of flat fees on a shorter time scale
could be envisioned.

Strict flat-fee pricing has proven to be difficult in practice, for the U.S. as well as Eu-
rope [120]. For example, America-on-Line (AOL) and other ISPs changed from a usage-
sensitive scheme (9.95 US$ monthly fee, including 5 hours and 2.95 US$ for each addi-
tional hour) to this flat-fee pricing scheme (19.95 US$ per month for unlimited access) on
December 1, 1996. This led an explosion in demand that AOL initially could not cope
with [84], and to blocked dial-up phone lines at the regional Bell operating companies,
since they do not charge for local calls. From a customer’s point of view, there is no incen-
tive to hang up a dial-up Internet connection when there is no charge per time or volume.
Hence, due to lawsuits, AOL was forced to offer extensive refunding to unsatisfied users,
but finally coped with the situation and succeeded in becoming an important player in the
ISP world.

European ISPs followed a more differentiated pricing model with free hours and a
charge for additional hours for using the on-line service. Additionally, local phone calls
have a significant price in Europe. However, Breathe Freely, a UK-based ISP, had severe
problems with a flat-fee scheme. After introducing in May 2000 an unlimited access
scheme for an on–off payment of 50£, the apparent lack of capacity forced the ISP to skim
off the most Internet-intensive 1% of its users, because they caused real problems for the
rest [82]. Finally, Breathe Freely went bankrupt at the end of 2000.

These examples clearly indicate difficulties in offering free and unmetered access to
the Internet. However, without any doubt, flat-rate pricing schemes are still the most pop-
ular ones, and, hence, a reason for designing new pricing schemes. An important topic to
add, in order to prevent disasters like the ones mentioned, is a defined concept of feedback
to customers on their current usage patterns and their compliance to the overall network
situation.

The ITU-T defines two additional variants of a flat-rate charging scheme for telephony
[56]. A partial flat-rate scheme is one where a specified number of calls or call units can
be made at no charge. Usage may be stimulated; however, it will be quite common that
users will restrict their service usage to the exact amount of service allowed for free. A
message-rate scheme is one where the metered, but untimed, call to or within a geograph-
ical region is charged at a fixed amount, independent on their duration. It is argued in [56]
that users “can make long duration calls reasonably cheaply. This increases or expedites
the requirement for additional equipment [. . .] resulting in additional costs,” and contin-
ues, “because calls are charged at a common rate per call there may be a cost saving on
equipment, there being no need for periodic pulse metering.”

4.5.3.2 Overprovisioning Flat fees are quite common, since the concept of over-
provisioning is adopted. This identifies the fact that “sufficient” bandwidth is always
available. This situation seems to be viable in principle, since small and further decreasing
costs per bandwidth deployed in the public networking sector are observed, even though
regional differences exist, e.g., between a transatlantic cable and a citywide ring. The ma-
jor advantage of such an approach can be expressed by the statement: “Larger bandwidth
for the same amount of money.” However, since human beings are greedy in nature, no
natural limit for bandwidth usage can be set. Therefore, even smaller costs are not limited
by an upper bound. The major drawback is the fact that even in the case of overprovision-
ing and the lack of QoS and traffic control mechanisms within the network, no determin-
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istically reliable service differentiation will be feasible. For example, real-time application
support may not be granted, once the full bandwidth is used by all other customers, even
at a very small probability.

For those reasons, flat fees and overprovisioning will not work for a services differenti-
ated Internet, even though basic IP access and best effort services may show a strong stat-
ic pricing component in their place.

4.5.3.3 Usage-Sensitive Models Within dynamic models, all services are charge-
able on a metered basis, e.g., on duration, volume, distance, or time of day. An important
prerequisite for all dynamic models includes a suitable metering and accounting system,
which allows for the detection of per-flow usage data, different QoS, time-of-day, and fur-
ther service-specific information, which are part of the price and tariff applied. In addi-
tion, this requires resource allocation mechanisms for managing delineated resources. Us-
age-based pricing for telecommunication services is especially interesting, the because
underlying resources used (satellites, spectrum, cables, routers/switches, and, most no-
tably, operating personnel) are scarce and very costly. Bandwidth scarcity could be solved
by installing more fibers or multiplexing on an existing fiber; however, as discussed in
Section 4.5.3.2, this approach holds for certain links only, regularly for the local enter-
prise area, but not for the residential customer access loop or for the whole Internet. Oper-
ation of an entire and global network, and providing high quality end-to-end service, is
still an expensive venture.

Therefore, major advantages of usage-based models include the fact that this system
offers a wide range of service selectivity and an incentive to chose the service class really
required for a current task. This allows for a service differentiation based on customer ser-
vice valuation as well as reaching network efficiency (optimization of network resource
utilization) and economic efficiency (Pareto efficiency), since congestion within the net-
work can be avoided by raising prices and thus reducing customer demand. Due to poten-
tially lower demand, the service provisioning can be maintained at a lower level and the
quality can be maintained at a higher level than with flat-rate models. In this sense, poten-
tially greedy human behavior is, at least, restricted by financial means. In addition, users
are able to control to a large extent their bills for service usage, mainly based on feedback
received with charging information. However, this approach requires a metered system.
But insufficiencies in the performance of Internet metering, mediation, and accounting
systems are fading, due to the appearance of high-performance technology solutions, in-
cluding the ability to collect service-specific data at a high frequency, as is described in
Section 4.3.2, and according charging systems are developed [85, 120]. Besides these dy-
namic technical aspects, service usage varies and, hence, the price for this usage may be
influenced by the variable prices for a similar service usage at different times or locations.
A good example for a dynamic pricing model is an auction with continuous price variabil-
ity considered as repeated incarnations of the auctioning process [36, 124, 125].

On the problem side for usage-based schemes, it is often mentioned that pricing in gen-
eral and usage-based pricing in particular, can impose a high overhead on telecommunica-
tion systems [78, 108]. However, [117] and [59] show two approaches for the Internet,
which result in a manageable effort for the implementation of usage-based pricing
schemes for integrated services. Besides any implementation, however, there exists a fun-
damental problem with usage-based pricing. This is caused by the type and precision
(granularity) of the collected accounting information, which is used as the basis for pric-
ing. For example, collecting information about connection times to an ISP rounded to 10
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seconds means much less overhead than counting IP packets at each interconnection
point. With current pricing models in single-service networks there is also implicit infor-
mation, which can be used in the pricing process by exploiting an implicit traffic specifi-
cation. However, if one aims at a more efficiently operating multiple-services network for
applications with varying requirements [106], this implicit knowledge is lost and must be
recovered from the information made available by the protocols employed. Billing is rela-
tively complicated, since accounting information needs to be stored and aggregated ac-
cordingly. For the ISP, additional capital cost is required initially to provide accounting
systems and user meters. Finally, revenue forecasting and budget planning will become
more complicated, since demand estimations are required.

Volume-based approaches determine the form of a usage-sensitive model, since they
reduce the accounting task to the traffic volume as an important parameter in terms of re-
source usage, but still require rather accurate monitoring of the amount of data traveling
through the network. Note that delay is an equally important parameter, but even harder to
be accounted for, as it is valid for further QoS parameters as well.

4.5.4 Pricing Model Classification Approaches

While flat-fee models show a fixed price and variable QoS due to unpredictable service
usage, dynamic price models offer dynamic prices and variable QoS due to unpredictable
service usage. But in the latter case, willingness to pay allows for the assurance of a guar-
anteed QoS. Usage-based service examples encompass user-defined VPNs, subscriber-
activated VoD, or any value-added service, which utilizes “more” resources than regular
services would require. Flat-fee examples include an email service, without multimedia
attachments and chat functions, as well as a basic IP access service without any QoS re-
quirements. These two categories outline two extreme ends of a spectrum of possible pric-
ing schemes. Many combinations and a variety of approaches are possible.

Based on these considerations of price model components, characteristics, and types,
relevant pricing models are classified and their parameter dimensions are defined (cf.
Section 4.5.2.3). The following paragraphs contain an overview of important Internet
pricing models that have been investigated over the last few years and have turned out to
be of special importance from a practical and economic point of view.

Consider the example of a flat-rate pricing scheme. Over a fixed time, i.e., described
by the attribute time and parameter period, customers can send as many packets as they
like, i.e., the attribute volume is not applicable. No metering and charging entities are
needed, since the volume is irrelevant in this classic flat-rate example, the space attribute
is set to no relevance as well. The quality attribute instead may have some influence to the
initial price set as the flat rate, but it is not a necessity for flat-rate pricing, so it can be set
to an arbitrary parameter. In Table 4.5 the latter fact is expressed by an x. The volume-
based (static and edge) pricing, the Paris Metro pricing (PMP) scheme [92], Vickrey Auc-
tions [78], congestion-based pricing, and CPS [120] are also classified in the table.

Concerning the goals targeted by pricing models, a clear focus on two concurrent top-
ics can be recognized. The first set of pricing models targets congestion in networks, i.e.,
congestion control and avoidance. This is a global approach covering the entire scope of
an ISP’s domain, representing ISP’s desires in the management of limited network re-
sources by the deployment of appropriate network technologies, e.g., ECN [99].

In contrast, the second goal to be achieved aims at individual QoS provisioning. It has
to meet dedicated customer requirements, where service differentiation is available and
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suitable pricing models are likewise necessary. Pricing models are strongly influenced by
these goals and cannot be decoupled from the objectives of the network provider, i.e., to
satisfy customer QoS requirements or to avoid and control congestion. With respect to
QoS provisioning and in reflection of the networking technology discussion in Section
4.4, Table 4.6 shows an overview of pricing scheme fittings to different QoS models [61].
While flat fee denotes the current access-based pricing scheme of the Internet as de-
scribed in Section 4.5.3.1, static and dynamic prices correspond to the description of Sec-
tion 4.5.3.3. This includes in particular a usage-sensitive component, where a pricing
scheme is based individually on the amount of resources used for a service invocation or
service usage.

As discussed in Karsten et al. [61], the nature of overprovisioned best effort service is
such that no service discrimination is possible, and hence, price discrimination is not ap-
propriate.6 Although best-effort services have been used in combination with fixed per-
packet prices, this cannot be considered a useful alternative, since fixed prices do not rep-
resent the resource consumption of best-effort communication. When best-effort services
are combined with resource-sensitive pricing and variable prices, it basically resembles
price-controlled best-effort service. In general, it seems doubtful, whether this QoS model
is capable of providing the kind of service that is needed for differentiated application de-
mands. Even the assumption of an ever-increasing amount of transmission resources at
constantly decreasing prices (overprovisioning, cf. Section 4.5.3.2), a situation of super-
abundance can only exist in relation to a certain amount of aggregated demand. To attract
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Table 4.5 Pricing Model Attributes and Parameters [121]

Example Class Quality Technological 
Pricing Model Time Space Characterization Requirements Volume

Flat rate Period Not applicable ISP x Not applicable
Volume-based Duration Location X Not applicable (Non)linear 

(static and cumulation
edge pricing)

PMP Duration Not applicable Self-adjusting Class-specified x
Vickrey Auction Time-of-day X Self-adjusting x x
Congestion  Not applicable

pricing
CPS Period Location X (ISP and  Not applicable (Non)linear 

customer) cumulation

Table 4.6 Combinations of QoS Models and Pricing Schemes [61]

QoS Model Flat Fees Static Prices Dynamic Prices

Overprovisioned best effort Good fit Likely not viable Undecided
Price-controlled best effort Likely not viable Likely not viable Good fit
Differentiated services Likely not viable Good fit Good fit
Integrated services Likely not viable Good fit Good fit

6The price can vary according to the customer access bandwidth, but still, this determines a flat fee for the cus-
tomer on longer time scales (cf. Section 4.5.2.1).
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widespread usage, such a system must be kept flexible with regard to requests from cus-
tomers. Nevertheless, for reliable operation, it must be ensured that aggregated demand
does not exceed an acceptable level. To combine both requirements, some kind of dynam-
ic access control is needed (1) to ensure proper and controllable consumption of re-
sources, and (2) to account for any premium service usage.

For a price-controlled best effort service, appropriate pricing and responsiveness of
end-systems to price signals is the crucial management aspect. Because of this respon-
siveness of end-systems, per-packet charges provide a mechanism for dynamic access
control. Under the assumption of stable price-demand patterns, it is possible to proportion
capacity such that reliable operation and QoS assurances can be met statistically. Howev-
er, since performance predictability can only be given under certain restrictions [94], such
a service cannot provide the exclusive technology for an overall network infrastructure.
Furthermore, prices are inherently variable in order to fulfill their functionality as conges-
tion signals. It has been suggested that such a basic service be combined with higher-level
entities, which act as trading or insurance brokers to remove price fluctuations or improve
QoS predictability [85]. However, it may add a significant complexity to the overall sys-
tem to implement such brokers and fine-grained interactions between them, if the fre-
quency of these interactions reaches a certain limit. Future investigations need to design,
simulate, and implement such systems carefully to provide evidence for their feasibility.
For that reason, price-controlled best effort serves as an alternative implementation choice
for certain service classes that do not specify hard QoS guarantees, e.g., similar to the
controlled load service class [129].

In the differentiated service [4] and integrated services [7] models, resources are engi-
neered or reserved according to requested service offerings. Independent of actual service
implementation, some kind of admission control has to be executed on service requests in
order to guarantee reliable and predictable transmission quality, as specified in the respec-
tive service classes. Since resources are allocated (more or less exclusively) to service re-
quests and are therefore not available to others, charging has to be resource-based in order
to keep the demand at a sound level and to avoid the tragedy of the commons phenome-
non [48]. While these technologies gain relatively high complexity at the technical level
of service provision in the network (IntServ higher than DiffServ), they also provide the
most sophisticated interfaces to network management both and users (again, IntServ more
than DiffServ). Consequently, the additional complexity of providing a wide range of dif-
ferent application services and pricing and charges for these services is lower than for
price-controlled best effort approaches. Proposals for appropriate pricing models for these
technology choices can be obtained from [36, 62, 77, 101, 112, 127].

4.6 ISP COST MODELS

At present, the ISP market is characterized by a set of new Internet services and interac-
tions that differ significantly from the traditional telecommunications market. Mainly, this
is due to the fact that basic IP access is extended in the case of the Internet with service
offerings and content provisioning. Balancing these developments, the cost model for
ISPs requires a fundamental reshaping, since traditional ways of modeling costs in a com-
munication network do not hold any more. Therefore, the main focus of an ISP cost mod-
el is (1) to identify all relevant parameters, (2) to list their mutual relationships that con-
tribute to the cost for providing network services to a variety of users, and (3) to include
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Internet service to be considered explicitly. In a competitive market, cost modeling is
helpful in two ways: first, a suitable cost model serves the ISP with respect to its internal
cost management, as it helps to understand its own costs, which may have crucial influ-
ence on marketing decisions as well as operational processes. Second, a cost model pro-
vides a solid basis for calculating and determining prices, tariffs, and charges for value-
added Internet services.

The earliest relevant work on ISP cost models investigates costs for Internet access us-
ing cable modems compared to the ISDNs [44]. Advances are made in Leida [75], where
observations from yield management techniques are included and the set of access tech-
nologies is refined. In a first step, Leida [75] assumes that a limited set of services access
classes (different bandwidths of the local loop) offered by an ISP, including dial-in analog
access, dial-in ISDN access (128 kbit/s), 56 kbit/s leased-line access, and T1 leased-line
access. This does not distinguish further among value-added Internet services. In a second
step, a customer segmentation is performed, resulting in residential dial-in subscribers,
business dial-in subscribers, business ISDN subscribers, business leased-line subscribers
(56 kbit/s), and business leased-line subscribers (T1). While various assumptions about
residential and business access are made, a mix of product-related (bandwidth of local
loop) and customer type-related segmentation (business vs. residential customers) was
achieved. The value-added service case includes investigations of two situations only: one
with IP telephony in place and a second without. A different perspective was taken in the
OPTIMUM project, which developed a tool for investment calculation; hence, the main
goal is the investigation of investment in the telecommunication business [93]. Further
features of the tool include especially network aportioning.

One characteristic of all relevant approaches of ISP cost models is their focus on con-
crete cases instead of developing abstract models. But concrete models lack flexibility
and independence. A second characteristic of these approaches is their depth in technical
and economical details, e.g., Leida [75] eventually uses more than 300 parameters for de-
scribing the model, which has major consequences with respect to the transparency of the
model. In contrast to these approaches, the model ICOMO [100] is abstract, flexible, in-
dependent, and can be adapted to a set of services of interest. A trade-off has been made,
e.g., between abstraction and simplicity, as it is possible to develop a purely formal model
for all possible types of providers and services, but only by using an large number of para-
meters in contrast to the requirement of simplicity. In order to cope with them, the model
starts from a purely formal and abstract view, but aims at concrete cases, which are used
to feed the model and reduce its complexity. It turns out that this goal is reached by a sub-
tle mixture of classic accounting and abstraction.

4.7 CHARGING SUPPORT SYSTEMS

Earlier work on charging and accounting in telecommunication systems has been focused
on connection-oriented networks, such as the telephony network, ATM-based networks, or
leased lines. However, the Internet provides a connectionless network layer, including an
IP-based network service. While the set of traffic modeling parameters and service para-
meters for connection-oriented networks are quite well understood and agreed upon, these
parameters remain heavily debated for the Internet. For example, the interpacket arrival
time for an Internet service makes a significant difference for this service. However, how
should a future system account for this parameter? In addition, as for connection-oriented
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networks, the call-blocking rate determines the level of utilization for a given topology
and the potential sender is blocked in sending data into the network, while connectionless
networks suffer from the problem of congestion, since in general there is no admission
control available. Of course, a set of newly defined Internet services proposes the exis-
tence of such an admission control; however, a commonly agreed upon architecture has
not been developed up to now. Once congestion situations can occur in a network, conges-
tion control mechanisms are required. Traditionally, these mechanisms have operated in
the purely technical domain, e.g., by dropping packets, but left out incentives to evaluate
the requested service by economic measures. As discussed, sensible pricing of services in
an open services market is also required [118]. However, this approach depends on the
technical ability to collect and account for those data necessary to charge the customer.
Therefore, a CSS provides the technology required to support price-based mechanisms for
charging tasks, including the potential to perform a market-driven congestion control in
the Internet along with interfacing billing systems and proving customer feedback signals
on resource usage.

4.7.1 CSS Components

The CSS approach taken, provides (1) a generic and modular Internet charging system in
support of various pricing schemes applicable to different communication technologies,
and (2) an interface for billing systems (cf. terminology in Section 4.2.5). The goal is to
identify relevant components and their relations to each other, and to create an open and
complete system structure, which allows for the integration of charging support technolo-
gies available today (cf. Section 4.3.2 and Section 4.4), ranging from the data-orientated
tasks (such as metering) to the money-related tasks (such as a billing interface).

Several components are needed for an Internet charging system, which have to interact
to provide all offered functionalities to customers. As illustrated in Figure 4.8, a general
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scenario contains interconnected communication service providers. Each provider oper-
ates a network consisting of routers and network links between them, accounting compo-
nents, charge calculation components, and billing systems. Metering components are lo-
cated inside the router or attached to them as separate devices. In either case, they
generate accounting information, which are gathered and accumulated in an accounting
component following some type of data format (cf. Section 4.4.5). In turn, it forwards the
accumulated accounting information through a charge calculation function toward the
billing system. The charge calculation translates the accounting information into charging
records; hence, it maps resource-oriented information from accounting components into
monetary values. The billing system uses these values to prepare bills that are to be sent to
customers. Within the charge calculation, discounts and rebate strategies, marketing-driv-
en pricing schemes, or simply fixed prices can be applied in terms of a selected tariff.

In the existing billing systems of today’s providers, the setting of prices, the function of
charge calculation, and the billing itself is integrated, even additionally combining the
maintenance of service classes, user profiles, customer data, identities, and bank account
data. Although these steps still can be seen clearly, they are almost completely centralized
within a monolithic system. Future billing systems need to be able to integrate a variety of
different charging records, even from different communication providers or content
providers, since customer’s demand is one-stop billing [118]. Future CSSs need to react
on user requests in a short time scale, provisioning a soft real-time feedback. The move of
tomorrow’s CSSs from a back-end and batch-based to a front-desk and real-time-capable
system are clearly visible. This strongly suggests dividing the existing monolithic systems
into several components with clearly defined interfaces. By doing this, it will become
possible to exchange individual components and to integrate different components sup-
porting different technologies without having to adapt the entire system. Additionally, in-
terfaces to metering, accounting, and other components also have to be defined, based on
available technology choices (cf. Section 4.3.1.1). The goal is to define components and
their relations to each other and to create an open Internet charging system architecture,
which allows the charging task to be performed for various different technologies.

4.7.2 CSS DIMENSIONS

Based on these component identifications, it must be determined how these components
are deployed in a particular distributed scenario with potentially several different ISPs
[121]. A charging system can vary with respect to four essential dimensions, driven by the
scenario (cf. Figure 4.9) and the ISP type, defining a set of different choices based on the
different roles for access ISPs and core ISPs (cf. Section 4.8.3 and [71]). Depending on
the ISP type, the location as well as replication of components will determine suitable and
less useful components combinations. However, today there is no general set of criteria
available depicting the optimal location and replication of components for a given sce-
nario. It is expected that future work on ISP cost modeling may determine suitable design
input [100].

The “Location” dimension defines where components are located. In particular, an in-
house location refers to an ISP, hosting this component and providing the corresponding
functionality internally. The outsourced location defines that this component and func-
tionality are being performed outside the scope and administrative domain of the ISP.
Mainly business case assumptions and the size of the ISP considered will determine the
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final location of components in a given ISP infrastructure. In addition, security-relevant
questions may arise, once the outsourcing of financial activities is intended.

The “Replication” dimension defines how many of the components considered exist in
a given environment. Mainly the number of clients served by an ISP and the number of in-
terconnection points with peering ISPs will determine the number of replicated compo-
nents required. However, besides the pure replication an important issue is the interaction
between these replicated components. Appropriate protocols (open, ISP-specific, or ven-
dor-specific) need to be selected for a suitable and correct design as well as the imple-
mentation. Open interface specifications are required to provide a chance for replication.

The “Reliability” dimension defines how reliable these components have to be. The re-
quired degree of reliability depends only indirectly on the ISP type. Rather it depends on
the other dimensions of location and replication previously mentioned, and heavily on the
component type itself. Nevertheless, the required reliability of components is a dimension
in which a specific charging system can differ from others.

Finally, “Time scales” define the last important dimension. As discussed in Section
4.5.2.1, four network management time scales are distinguished and applied to pricing-
controlled mechanisms for feedback purposes.

4.7.3 Basic CSS Tasks

The CSS is supposed to support the following tasks:

� Perform accounting tasks according to service definitions. Data gathered from the
physical infrastructure and mediated according to policies needs to be accounted
for. This requires the knowledge of sessions, durations, or flows. Mainly, this infor-
mation is derived from metered data as well, such as “begin-of-session” or “end-of-
flow.” If such starting and endpoints cannot be determined explicitly, heuristics
need to be applied for session- or flow-detection purposes. In any case, the “length”
of a communication relation will be recorded, if any usage-based charging ap-
proaches are to be supported.

� Perform multiservice accounting. The accounting task for a single service that is
well known is performed by an algorithm, which utilizes a clear service specifica-
tion. In the case of multiservice provisioning, these service specifications must exist
and need to be maintained concurrently. Therefore, the separation of incoming data
and their mapping onto the particular service in operation is essential.

� Support transport, service, and content charging. The optimal design for a CSS in-
cludes a combined approach for the three different levels of charging. Transport
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charging, sometimes termed network charging or network access charging, forms
the basis for providing a system to deal with the transfer of data based mainly on the
network infrastructure, such as the Internet.

Service charging located above this level allows for the clear distinction of dif-
ferent services, including different QoS requirements and resource consumptions.
Services include the ones provided by a variety of service providers (cf. Kneer [71]
for their different definitions and distinctions) that are offered in an open-market
situation. This charging task needs to be service-independent as far as possible, to
ensure future extensions and adaptations to yet unknown services. Transport charg-
ing will be integrated into this concept and may even be hidden completely.

Content charging includes the accounting tasks for information that is specifical-
ly monetary-sensitive and needs to be paid for by reading, using, or copying it.
Based on the level of business interactions, it might be useful to apply content
charges for certain services only, integrating invisibly by customers the underlying
transport and services charging.

� Support different levels of security for charging and accounting information. All
data and information related to monetary equivalents contain a certain degree of
sensitivity. However, due to the dedicated level of interest, a single accounting
record, a metered routing datum, or a charging record may not be a security prob-
lem, since their lifetime and validity, and therefore asset, are short. But other combi-
nations of aggregated data, e.g., flow-related information in terms of usage infor-
mation, duration, and customer identification, form critical information.

� Support auditing. Communication services offered in a market environment need
mechanisms that support the proof of service delivery under well-defined circum-
stances. Therefore, an auditing functionality will be based on accounted for data,
which may be specifically restricted, structured, or stored, depending on legal as-
pects, such as telecommunications acts.

4.7.4 CSS Architecture

Based on these charging system tasks, their clear separation, and design dimensions, an
overall architecture for a CSS is driven by the mapping of the conceptual view onto certain
components [121]. Adding their interactions and interfaces results in the CSS architecture
depicted in Figure 4.10, where interactions between two neighboring providers take place
on two levels. The first one is on the data path, since providers must exchange data between
their networks. Interprovider information exchange happens as part of the specific protocol
processing as defined in the QoS model applied, e.g., for resource reservations using the
RSVP or inter-Bandwidth Broker communication, where messages are exchanged between
the border routers of neighboring providers. In these cases, a type of signaling or consoli-
dation protocol has to take care of distributed information scattered around in the network.

Since the transport of these data is not for free, ISPs will charge each other for data
transported. This leads to the second level of interaction. Each provider collects informa-
tion on the amount of data transported and calculates a charge for it.7 The provider issues
inter-provider invoices through a billing system to the responsible neighboring ISP’s enti-
ty. Thus, information exchange between providers occurs on the level of billing systems.
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Instead of performing absolute billing between interconnected providers, they can also
offset their claims against each other. A set of peering agreements and settlement schemes
exist for today’s ISPs; however, (1) they are defined in a quite static manner, (2) they do
not allow for immediate responses to bandwidth bottlenecks or further customer and user
demands, and (3) they cannot support differentiated services effectively. Besides this in-
terprovider billing, providers bill their single customers as well.

4.7.4.1 External Components For describing the CSS completely, an outside-first
approach is taken to illustrate all components external to CSS’s central component, the In-
ternet Charge Calculation and Accounting System (ICCAS). As shown in Figure 4.10,
metering is integrated in the IP router. Alternatively, it could be placed directly on the
wire. Such a solution introduces supplementary expenditures, e.g., an entity needs its own
IP address or requires special protocols. Furthermore, it can only monitor the actual usage
of the link and has no knowledge of usage of any critical resources relevant to congestion
control within the router. Therefore, the interconnection of several metering units to re-
construct the current router status is not feasible. Finally, it would be necessary, in spite of
having metering units on the wire, to know the state of the router, so explicit interaction of
the charging system and the router would be required. The purpose of the mediation enti-
ty is to transform metered data (of each single meter), to merge data of different meters,
and to reduce the amount of data metered.

Prices are important for calculating charges of transmitted data. Since there are many
different ways to set prices, a separate pricing component performs this task. It can make
use of economic models or just use fixed prices set by hand (cf. Section 4.5 and Karsten
[60]). For dynamic pricing models most often an input from metering is needed, since the
amount of data traffic influences prices. These prices are applied in the charge-calculation
component within the ICCAS. An interface to a billing system exists and is used to per-
form interprovider charging concerns as well as customer billing interfacing.
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The policy control entity of the enterprise represents the ISP’s interface for the man-
agement and supervision of all ICCAS-related entities except for the billing system. It
covers and controls the ISP’s business strategy with respect to its implementation and con-
figuration of the given networking equipment and services catalog. The host/gateway
agent performs two different functions. The first one is to communicate charges to hosts
(users) and gateways to provide an optional feedback channel for their service usage. In
this case, the host agent acts on behalf of the user. This can include the negotiation of ser-
vices with the ICCAS, an automatic reaction to communicated charges, or even payment
information. A host agent can also restrict the user’s options, when the customer in control
of these users wants to restrict the behavior of the users it pays for. In particular, this is the
case for companies where the company constitutes the customer to an IPS and its employ-
ees act as users of the services offered.

Since in general a users tend to lack a complete understanding of QoS in technical
terms, they will be unable to specify detailed requirements in a way that can be used as a
direct input to the QoS component within the router. Instead the users have a higher, ap-
plication level view of quality. This view must be translated into technical values, which
can be used for setting parameters in QoS components and for charging according to tech-
nical usage data. Therefore, this translation takes place in the Service Directory.

4.7.4.2 ICCAS Architecture and Internal Components The internal entities of
the ICCAS include a charge calculation, an accounting, a customer support, and a user
support component. The separation of the ICCAS into these components increases the re-
quired degree of flexibility, since these components can be physically distributed as dis-
cussed in Section 4.7.2. Embedding the ICCAS into the CSS is accomplished through
eight distinct interfaces. Concerning the flow of data internally, the ICCAS has been di-
vided into two logical paths as shown in Figure 4.11. The first, the Accounting Informa-
tion Path (AIP), depicts the flow of pure charging-relevant data. On the other hand, the
Control Policy Path (CPP) is used to manage and configure the ICCAS, especially all en-
tities involved with the processing of charging data. These two paths differ mainly in the
order and direction that they process data. The AIP starts from the bottom of the graph
(taking raw technical data) by processing metered and mediated data as well as pricing in-
formation. It ends at the top of the graph, where complete charging records are handed
over to the billing system. In contrast, the CPP starts from the top of the graph (taking
business-related data) by receiving enterprise policy control information and processes
down to the bottom of the graph, resulting in QoS control data to be handed over to the
underlying router or optionally an agent.

The accounting component receives all metered and mediated usage data and is re-
sponsible for storing it. It must provide these stored data to other ICCAS components and
interfaces for further processing, feedback, or statistic evaluation. Accounting is the cen-
tral usage data storage component. The charge calculation component processes the ac-
counted-for usage data. It calculates appropriate charges for resource usage by applying a
tariff, communicated by the pricing component. To be able to determine the charges fully,
it needs input from the user support component, e.g., user identifications, to apply further
contract specialities.

An ISP may have many different customers. Additionally, a customer is not the same as
a user, e.g., one customer might pay the bills of several users. Therefore, a customer is the
one who negotiated a contract with the ISP. The content of this contract, e.g., number of
users covered by the contract and their names and accounts, are managed within the cus-
tomer support component. While the customer support component is responsible for
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keeping all contract information, the user support component is responsible for making
sure that those contracts are kept safely. On the one hand, this means that it blocks any
user requests that are not covered by the contract the customer, who pays for the user, has.
On the other hand, is can make sure that a service requested by a user is delivered, if the
contract allows it.

4.7.4.3 Open ICCAS Interfaces All ICCAS interfaces between the components
just described are designed to act (1) as protocols, allowing for open communication be-
tween two remote entities of components, or (2) as software interfaces, reflecting the clear
architectural decision, that the interaction between those components happens within a
common address space [120].

The QoS Interface (CPP) offers the control of routers’ QoS components, where ser-
vices to the customer are provided. It can be used to set QoS parameters of routers, de-
pending on the technology in place. The Mediation Interface (AIP) is responsible for col-
lecting data from several mediation entities, possibly even from mediation entities of
different types. The usage data, which are mediated after the data gathering takes place,
need to be transferred to the ICCAS. Therefore, a protocol is designed that defines rules
and transmission units for transferring mediated data to the accounting component. Since
the anticipated load for this interface will be high, the protocol must be highly efficient,
yet extensible. The data exchanged across this interface include one of the following alter-
natives, which depend on the particular scenario: (1) a simple handover of data gathered
by metering, or (2) a handover of data mediated based on the particular inputs from the
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enterprise policy control. This may result in a dedicated specification of specialized data
to be required for the ICCAS, some special aggregation of these data, or even the neglect
of data resulting from the gathering process. The Enterprise Policy Control Interface
(CPP) is intended for changing parameters of the ICCAS after the system has been de-
ployed. By using this interface, the enterprise policy control can install new services or re-
quest and receive charging or accounting data. The Service Interface (CPP) can be used to
read service definitions out of the service directory. The Billing Interface (AIP) is respon-
sible for sending calculated charging records to the billing system. Pricing is responsible
for setting the prices used by the charge calculation component, therefore, the Pricing In-
terface (AIP) is used to send calculated prices to the charge calculation component. To set
suitable prices, the pricing component uses price models with various input variables.
Some price models need usage or charge information as input variables, hence, these vari-
ables can be communicated to the pricing component via the Feedback Interface (AIP).
Finally, the Host/Gateway Agent Interface (CPP) is responsible for optional communica-
tion with the customer. Mainly, this includes the selection of services the customer can
use or the transfer of a feedback signal from the service provider to a user. This interface
is open for future enhancements. Further details on interfaces can be obtained from Stiller
et al. [120].

4.8 BUSINESS MODEL ASPECTS

Commercially operated networks, in particular subnetworks of the Internet, follow a set of
requirements that have been discussed in [37, 61, 62, 83]. They cover the fact that the
business task of running a communication network must be sustainable and profitable to
attract necessary investments in the infrastructure. This means that for charging systems,
e.g., objectives in terms of flexibility and efficiency have to be met, which are completed
by a number of criteria arising from current practice and user expectations in the areas of
product liability and consumer protection in general. This is behind the need to introduce
new services and charging for them.

For those reasons, a three-tiered model is introduced that interfaces with the CSS pre-
sented earlier. Based on its three layers, ISP segmentation in the lower two layers is per-
formed and application service providers (ASP) are introduced. Because electronic con-
tent in the Internet forms an extremely important area of concern, a valuation of content
versus transport is discussed and a combination of content with transport charging is pro-
posed.

4.8.1 Market-Managed Three-Tiered Model

The infrastructure of a market managed multiservice Internet is based on an overall three-
tiered model [120], as shown in Figure 4.12. This model outlines basic states and sources
of information within three distinct layers as well as its interfaces to the CSS. Starting
from the topmost layer, customers and providers within an Internet services market inter-
act for any type of business based on business models as defined within the Enterprise
Policy Layer (EPL). This layer defines, among others, products to be sold, i.e., services,
models of business interactions between customers and providers, pricing mechanisms,
and agreements on an offer. Details of relevance to the CSS can encompass, e.g., rebate
systems, discounting schemes, service plans, or service pricing models. These details
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form the business-dependent and business-central policy, which may not be completely
published, but is required to provide the CSS with operational dimensions. However, to
perform any type of market-driven enterprise policy, the CSS needs to offer a set of ser-
vice descriptions that are applicable to all areas of enterprise policies.

Besides these business perspectives, the technical view of the market-managed ap-
proach is found in the Application and Middleware Layer (AML). It provides functions or
policies that are (1) initiated due to a predetermined application or (2) acting on the appli-
cation’s behalf, such as a given enterprise policy. Within this layer, a set of (value-added)
communication services is provided, utilized, and charged for according to customer de-
mand. Middleware takes from the details of the technical infrastructure of the network it-
self. The middleware is able to provide a generic service set for offering, maintaining, and
updating all types of communication services. Therefore, the CSS interface includes ap-
plication-centric configuration options for particular session and service descriptions as
well as more generic service descriptions according to the middleware layer functionality.

Finally, the task of service provisioning as identified in the Service Provisioning Layer
(SPL) offers interfaces for the lower layer to the CSS. Therefore, data and information on
the technical infrastructure (the “network”) are collected and maintained depending on
the service offered by the middleware layer.

4.8.2 Internet Service Provider Segmentation

In regard to the SPL of the three-tiered model, the type of service provider considered
needs to offer a wider range of services from the networking domain. Hence, the focus for
segmentation has to be directed to network service providers. In the current market situa-
tion, many network providers already have completed forward integration, since this al-
lows them to reach the end-customer directly. Others remain within the backbone of the
Internet. Therefore, from the position of end-customers, the distinction between two types
of providers is straightforward. The first type is named telecommunications Internet ser-
vice provider (TISP), and the second type pure Internet service provider (PISP) [100]. In
the simplest case, the organization of these service providers consists of two levels: the
lower level represents the TISP offering their services to PISPs, which are located on the
upper level of Figure 4.13. Some TISPs may participate as hybrid providers in the market,
i.e., they reach end-customers directly, but offer their services to other PISPs, too, as in
the case for TISP4.

A TISP is an enterprise owning and operating a network as well as an infrastructure of
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its own, including routers, switches, and network management software, among others.
This network and infrastructure includes virtually “every” necessity, i.e., the local loop,
backbone links, and peerings to other backbones. Hence, the TISP segment includes for-
mer monopolists, as they become the only ones within a long-haul transmission network
after the market has been deregulated. Additionally, providers exist that have taken the
chance of setting up and building new networks of their own. These providers usually of-
fer various IP services, such as voice or phone. TISPs offer services to PISPs, but they
reach the end-customer directly as well, by means of forward integration. Typically, these
providers possess a great deal of stamina in the market. They currently possess the largest
customer base and are able to deal relatively easy with their telephone subscribers as po-
tential IP customers.

PISPs basically do not own networking infrastructure at all, since they require TIPS or
other PISP business interactions. In particular, they have to rent access from TISPs or buy
services from other PISPs. Instead, their equipment is service-specific, e.g., web, multi-
casting, or name servers, and their portfolio offers value-added services. Moreover, these
providers usually operate call centers, help desks, and hot lines in order to care for cus-
tomers. The customer ought to be confident in the quality of the offered service and wants
to be assisted promptly in case of failures. Current market conditions allow for the cus-
tomer to choose among different offers or to change the provider, even if the transparency
of the market has decreased significantly due to the deregulation and hard pricing battles
among providers. Mapping these segmented provider markets into the tree-tiered model,
TISPs operate on the SPL and probably on the AML. PISPs run their business in the
AML, focusing on the middleware and services set. Finally, ASP operate on the AML, and
are discussed in the following section.

4.8.3 Application Service Provider

ASPs deliver applications and services from distributed data centers to end-customers.
The economics considered define a single business relationship between a customer and
an ASP. In this case, a business model includes the series of business events and reflects
all processes within an economic system [71]. In terms of electronic business systems, the
ASP can be modeled by one instance and the end-customer by another, which means that
these instances form the two endpoints of a communication.

ASPs offer products, content, and services on-line, e.g., via the WWW, and represent
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the merchant or the seller of a good. Products offered by the ASP include (1) physical and
(2) nontangible goods (content). Physical goods could be purchased in stores, e.g., books,
cars, or CDs. However, there are several incentives for customers to purchase products
from home, such as 24-hours order service and delivery, no waiting queues at cash desks,
time saving since no parking space has to be found, and electronic catalogs and navigation
functions. Content offered by ASPs includes digital information in the form of bits, in-
cluding the digital content of an on-line book or the digital version of a CD that can be
downloaded into endcustomers’ local disks. Furthermore, there exists a broad spectrum of
multimedia contents and services, e.g., audio-on-demand or VoD, offered to customers
on-line by the ASP.

The basic idea of an economic system established between end-customers and ASPs is
well understood and feasible. Problems arise with the introduction of network perfor-
mance and QoS for the delivery of Internet services. TISPs provide the physical infra-
structure for the Internet and form the basic foundation of electronic commerce activities.
PISPs and TISPs provide the transport of data packets over the Internet between the end-
customer and the ASP. However, traffic congestion and unreliable connections on the best
effort Internet are a problem for sending data, especially if wide bandwidth and reliable
throughput are required, e.g., for multimedia applications or business transactions. ISPs
could overcome this problem by offering services with QoS guarantees and by charging
Internet users according to the service they request.

A business model for a general eCommerce scenario is shown in Figure 4.14 with an
end-customer and ASP at the ends, and several intermediate ISPs. Business relationships
between all parties involved are depicted, and ISPs will charge and account for Internet
transportation services as well as higher-level eCommerce services. There might be a pay-
ment provider that is responsible for the financial clearing between parties. The payment
provider can be a bank, a credit institution, or a trusted third party.

For the design of a business model, ISPs are differentiated into two different roles ac-
cording to their scope of duties: Access ISPs (mainly PISPs and some TISPs) and Core
ISPs (TISPs only). This differentiation is orthogonal to the ISP segmentation, since the
definition of a particular roles of an ISP is a must for business models. Access ISPs sup-
port local access networks and provide Internet connections to the end-customer, be it di-
rectly or through a Customer Premises Network (CPN). Core ISPs increase the reach of
Access ISPs to a global extent and form the backbone of the Internet. They perform data
transportation by interconnecting Access ISPs. There may be more than one core ISP in-
volved in a communicating connection between end-customer and ASP, depending on the
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connectivity of ISPs and their local distances. When there is only one ISP located between
end-customer and ASP, it acts both as Access ISP and Core ISP, providing data transport.
Thus, Access ISPs and Core ISPs can be physically identical.

An end-customer can be connected either directly to the CPN or to an Access ISP, if the
end-customer is a residential user. In the first scenario, end-customers may be affiliated to
a CPN, e.g., a LAN of an enterprise or a university campus, which groups end-customers
and establishes the connectivity to the Access ISP. A CPN may offer additional private ap-
plications or extra conditions for data transportation to their end-customers. Therefore, a
CPN represents a group of users in terms of a common policy and conceals an individual
end-customer from the Access ISP.

4.8.4 Charging Content

Although, the focus of this overview has been on charging of transport services and their
technological implications on the Internet networking technology, charging for content is
important and becomes a substantial factor in the case of value-added services. The
charge for the content of an ASP can be combined with the charge for the transportation
service of the ISP, since the transport may be only a very small fraction of the overall
charge. Furthermore, as mentioned earlier, the generalization of charging for services will
be an important basis for the market-driven positioning of service differentiation of ISPs
and ASPs. It should be noted that changes in the networking infrastructure, which are
mainly due to upcoming mobile providers, will lead to new business models, since the
customers in the future will dial up a connection to their mobile providers, and not a tradi-
tional ISP. This means that typical ISPs have to differentiate their services to obtain a fu-
ture source of revenue due to decreasing income from stationary or mobile dial-up clients.
Current investigations on including content in a wholesale approach [45] and electronic
business models for content delivery and charging for them [76] lead initially to emerging
areas of concern.

This section describes relevant factors that allow for the decision, whether or not it is
favorable to charging content along with the transport service [71]. Figure 4.15 shows
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the primary influencing factors, namely, the relative value of content (defined as the val-
ue of content divided by the cost of transport) and required end-customer anonymity.
Note that the number of bytes does not determine the value of the content as it does the
current market price. For low values of content, it is more efficient to charge and bill
content along with the transport service either on a single bill or through a prepaid call-
ing card. A separate bill for the content will be provided for registered end-customers, if
the relative value of content is higher than the middle threshold. If end-customers want
to be anonymous and the relative value of content is between the lower and the higher
threshold, prepaid calling cards can be used to pay for that content. Extremely valuable
content above the high threshold requires prepaid accounts on the ASP’s side with se-
cured access rights. Content with middle as well as high values should be charged only
when the transfer of content has been successful, e.g., the entire data file has been re-
ceived correctly.

In addition to these primary factors, Figure 4.16 shows secondary influencing factors
for deciding whether to bill separately for content or along with the transportation service.
It can be assumed that there is a measure for the number of logically independent content
blocks per time and the value of the full content per time.

Logically independent blocks of content are discrete and contain useful information
for the customer, such as the reply on a railroad schedule request. However, financial in-
formation, e.g., stock rates, consists of a sequence of independent data packets, which
are billed continuously. A backup file or a high-resolution image file can be seen as a
large block of content. If only a single intermediate packet gets lost, the transmission
will fail and no billing for that content should be performed. Certainly, boundaries for
these loss numbers and QoS parameters are not fixed, but vary according to the appli-
cation in use. For example, watching VoD can show an acceptable ratio of lost packets
as long as the audio and video quality do not decrease below a certain limit. The trans-
mission of a high number of logically independent blocks of content with a low value
(lower right corner of Figure 4.16) is billed together with the transport service, if the
QoS for the transport service is below a certain threshold. If QoS for the transport ser-
vice increases, the QoS threshold moves to the upper left corner in Figure 4.16, the rel-
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ative value of content decreases, and billing of content is performed along with the
transport service.

4.9 SUMMARY AND CONCLUSIONS

Today’s Internet shows a clear move toward the support of differentiated services. Howev-
er, purely technical mechanisms to control the access, congestion, and QoS disclose a ma-
jor drawback—the lack of highly scalable mechanisms—mainly for millions of users.
Therefore, economic control mechanisms, considered network management functions of
the second generation, such as charging and its service-oriented derivative pricing, bridge
this gap.

This chapter provided an overview of charging, the application of pricing mechanisms
to Internet services, and related technology in support of these mechanisms. Determining
such an approach to charging for packet-switched networks, the solution presented inte-
grates economic mechanisms into the area of service provisioning. This extension is
mainly driven by the commercialization in networking and the demand for QoS-based ser-
vices, but minimized technical effort for QoS provisioning in networks.

In regard to the historic development of the Internet, two phases where economic prin-
ciples have not been regarded as the major driving force can be distinguished. In the initial
phase, networks were run by universities, backbones were centrally funded, and commer-
cial use did not exist. Basically, pricing for service usage was hidden from the user and
customer, and private use was almost unknown. The second phase included commercial
and private users at the same time, the global deployment of the network, and its continu-
ous extension with respect to technical mechanisms and geographical space. Simple pric-
ing models have been implemented to support the cost recovery process of ISPs recently
starting business in order to provide commercial Internet services. Limited by technical
capacities of Internet protocols, driven by the run for a quick and large market share, and
minor knowledge on charging packet-switched networks, flat-rate pricing schemes domi-
nated this phase. Even though economic theory stated that an all-you-can-eat mentality is
an inefficient way to price Internet services, ISPs are still offering monthly rates. Flat-fee
schemes seem to offer unlimited access, but in reality they prompt an offer for a low-end
QoS, at least on average.

Today the Internet is in transition between phases three and four and economic incen-
tives play a major role. Newly developed network technology for the last mile, such as
digital subscriber line technology, emerging QoS-capable Internet protocols, and an ever
increasing Internet backbone capacity allows for the provisioning of new Internet ser-
vices, service bundles, and applications, such as IP telephony, radio over IP, interactive
TV, and other time-sensitive multimedia applications. This shift from a single-service
class, best effort network to an integrated services Internet providing multiple service
classes cannot be safely supported by flat-fee pricing models, since the particular resource
on a per-application basis varies widely. Therefore, a completely integrated, efficient, and
purely technical solution will form the immediate starting point for the fourth phase in In-
ternet charging. All findings for an optimal balance between economic and engineering
efficiency as well as user transparency and its large-scale deployment in a market man-
aged multiservice Internet will guide commercial service suppliers and the research com-
munity. The variety of pricing schemes will be consolidated based on accounting technol-
ogy, user transparency, and achievable economic efficiency. By offering flat-fee pricing
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for low-quality services, such as email or best effort traffic, and providing usage-based
schemes for resource-consuming services, a distinction between residential user Internet
access and commercial enterprise access will become a reality. High-quality end-to-end
connections between the customer and service provider as well as between customers are
a must. More expensive services will require a finer charging granularity than cheaper
services do. Technologywise, least-cost routing functions or intelligent agents will act as
price and resource brokers. Trading resources on bandwidth spot-markets has been estab-
lished already for the large backbone capacity in order to provide flexibly adapted inter-
connectivity. Since an increasingly competitive market will exist, a trend toward dynamic
pricing models can be assumed for enterprise access as well as value-added service provi-
sioning.

Predicting the outcome of technological choices is difficult, and is specifically impos-
sible for the Internet, but the major trend of the Internet development from a technically
focused network to an economically controlled, efficient global network and distributed
system is on its way. Modern accounting technology, emerging rapidly, e.g., vendors plan
to ship OC-12 active measurement components and passive probes at Gigabit Ethernet
[22], supports this trend. CSSs and their internal mechanisms provide the technical foun-
dation for integrating those developments and making it happen, including front-end
functionality or soft real-time feedback to customers. New economic models, implement-
ed in terms of pricing and tariffing models, will ensure an efficient allocation of network
resources. Therefore, the development of discrete, predictable, transparent, and technical-
ly feasible pricing schemes, one of them called CPS, and an ICCAS, illustrate a feasible
technical solution in support of pricing tomorrow’s differentiated services in the Internet.
This solution will maintain parameters for customizing subscriber preferences and pro-
files, offer granular service control and service management features, and provide mecha-
nisms to correlate user profiles with service profiles.

Business models for traditional ISPs will fade out as soon as providers become mobile
themselves. This will be obtained by the third-generation Universal Mobile Telecommuni-
cations System (UMTS), where the typical role of an Access ISP can be performed by any
mobile provider. However, due to the fact that frequencies and the currently available
spectrum for sending data will be limited always, which is in clear contrast to the wired
Internet backbone, efficient and user-based charging approaches have an emerging need
for next-generation, packet-switched, mobile service providers. Barriers for usage-based
approaches by appropriate, efficient, and technically manageable technology are being
phased out. In addition, the ability to aggregate massive amounts of data, and filter, medi-
ate, and correlate them with user and customer data eases per-customer and per-user
charge calculation. 
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