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9.1 Home and Enterprise Networks Today

9.1.1 Similarities

In home and small office environments, Internet connectivity is most typically provided with a
broadband access, accounting currently for more than 650 million subscribers worldwide [1].
Among different broadband technologies, DSL is the most widespread, with 58% (or about
380 million) share of the market. Other broadband technologies are cable (19%) and fibre,
with both fibre to the home (FTTH) and other forms of fibre (FTTx) accounting for 22% of
all broadband subscribers.1 The remaining subscribers are shared among wireless broadband
technologies, mainly satellite using Ka band (in Europe and the Americas) and other wireless
radio technologies [1]. According to Ref. [1], the current outlook of the market sees the dom-
inant position of the DSL technology firm, despite some customers moving to fibre that is the
fastest growing segment of the market, with nearly 10% growth in the first quarter of 2013.
Satellite broadband access also experiences a small rise (1.5% quarterly), providing Internet
connectivity in the areas where traditional and more cost-effective fixed broadband access
technologies are not available.

It is thus safe to state that most of the home environments on the user side consist of a gate-
way to the broadband access network, called here home gateway (H-GW), that is, modem,
wireless LAN (WLAN) access point (AP) and router (usually WLAN AP and router are one

1 With some regional variations, e.g., about 50% of broadband subscribers in Americas use cable broadband access
due to the paid TV subscriptions, whereas Asia has the highest share of the FTTx market accounting for nearly 30%
of all subscribers [1].
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physical device, whereas modem may be physically separated), and on the ISP side they con-
sist of an ISP modem occupying a port in one of the line cards (e.g., for DSL technology, a
typical DSL line card serves 12–72 lines) that are within the control of an access multiplexer,
for example, DSL access multiplexer (DSLAM) for the DSL access [2]. Further on the user
side, the H-GW is interconnected with the plethora of devices belonging to household inhabi-
tants (in most cases not more than 30 devices in a single home [3]) that can be found useful at
home, for example, PCs, laptops, smart TVs, gaming consoles, audio equipment, DVD play-
ers, printers, and so on, with more and more new devices capable of being connected to the
Internet coming to the market. All these devices are not necessarily connected directly, pos-
sibly only via Internet ‘at large’. Very often, due to the coverage problems there is a need
to extend the connectivity to the H-GW by means of repeaters, additional APs, and so on.
What makes home networking environments extremely interesting is the multitude of avail-
able low-cost transmission technologies that are applicable in these scenarios [3]. In case of
wired communication, Ethernet (IEEE 802.3) [4] is by far the most commonly used technol-
ogy. Alternatively, power lines can also be used to transmit the data thanks to the power line
communication (PLC) protocol [5]. Nevertheless, wireless communication technologies are
gaining the edge, because of the convenience and flexibility they offer. According to a study
from 2005 [6], already by then 52% of the US households with a computer network were using
wireless technology, with this trend accelerating in the recent years. The most dominant wire-
less technologies being used in home environments belong to the IEEE 802.11 family (with
majority of available products supporting one or multiple of IEEE 802.11a/b/g/n/ac standards)
[7]. Another important wireless technology used in home networking is Bluetooth [8], espe-
cially in the context of applications that do not require excessively much bandwidth, or simply,
as a replacement for cable connections. Recently, body area networks (BANs) are expanding
quickly, with many new applications related to monitoring the human body functions and the
surrounding environment [9]. Home automation [10] is another field gaining a huge growth of
popularity, especially recently in the context of ‘Internet of Things’, and thus requiring a large
number of sensor and actuators to communicate in order to fully automate and control home
environments. Finally, a recent introduction of broadband femtocells provides good, alternative
candidates to be applied as H-GWs [11]. Femtocells are customer-deployed, low-power base
stations (BSs) using one or more commercial cellular standards and operating in the licensed
part of the spectrum, in contrast to all the above-mentioned wireless standards that operate
in the non-licensed industrial scientific medical (ISM) band. In home deployments, small and
inexpensive femtocells can typically provide connectivity for up to four users [12]. According
to the most recent market outlook presented by Small Cell Forum [12] the number of deployed
consumer femtocells overtook the total number of macrocells in February 2013.

Typical home network scenario is summarized in Figure 9.1. Two parts of the network can be
clearly distinguished. First, an Ethernet-based backbone that spreads between the ISP access
network, H-GW and possible connectivity extensions (APs). The second part of the network,
in most cases wireless, interconnects the individual devices with the H-GW, or if available,
with APs extending the connectivity. Connection between additional APs and H-GW can be
wireless, too.

With the broad adoption of laptops, smartphones and tablets in the recent years, enterprise
environments have evolved from the purely Ethernet-based architectures to the networks that
offer much more flexibility still being highly secure and reliable. New requirements mean sup-
porting mobile users, flexible hosting of (wireless) guest users, offering the same set of services
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Figure 9.1 A typical home network scenario

at main sites as well as remote offices, just to name a few prominent examples. Nowadays, the
structure of enterprise networks ensembles more that of home networks with Ethernet-based
backbone and a wireless last hop. Typical deployments feature thousands of APs (e.g., [13]
mentions densities up to 4300 WLAN AP per km2), thus being called dense WLANs, in order
to provide enough capacity in large buildings usually spanning multiple floors and/or build-
ings, or even larger complexes. In order to efficiently manage such networks, a centralized
management scheme is deployed. The WLAN APs are just providing a simple point of the
attachment for the users (so-called thin APs), with all (or most of) the management functions
being moved to central controller(s) and being powered from switches via IEEE 802.3af power
over Ethernet (PoE) ports. Furthermore, due to security policies posed by the companies that
limit the scope of the officially allowed access technologies and applications, resulting network
architectures are even more complex, including enterprise servers, and so on. Finally, thanks
to the recent advances and broad adoption of infrastructures to support cloud computing and
software as a service (SaaS), enterprise clouds are also very common in corporate network
landscape [14]. The typical structure of an enterprise network is shown in Figure 9.2.

As for the last hop in enterprise networks, WLAN is by far the predominant wireless tech-
nology at the moment, with more than 50% of the organizations in the United States deploying
WLANs [15]. The market of the enterprise WLAN is also growing very fast, currently experi-
encing a 32% annual growth rate. Among other wireless access technologies cellular networks
are also becoming quite common. Furthermore, femtocells present a high potential and are
quickly gaining this sector of the market, with plans to offer small cells as a service (SCaaS) by
various operators [12]. Femtocells typically deployed in the corporate scenarios can serve up
to 16 users. According to Small Cell Forum [12], in 2013 there were six different deployments
for enterprise environments by European operators and another eight for enterprise/consumer
sector in the United States and New Zealand.
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Figure 9.2 Typical enterprise network scenario (simplified version)

9.1.2 Differences

Obviously, the two discussed environments exhibit some differences as well. The most impor-
tant ones will be discussed shortly.

The most evident differences are to be found within the network management approaches.
In home networks, network management is split between the ISP and the individual end-user
(network owner), with the latter having usually limited training and limited interest in get-
ting deeply involved. This frequently results in poor network management – for example,
frequent networking and security-relevant misconfigurations. On the contrary, it also poses
strict requirements on the network devices to be easily configurable without requiring too
complex setups, so-called zero configuration, and self-manageable, that is, being able to detect
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and adapt to changing network conditions [3]. Moreover, owners (administrators) of different
networks have no incentive to co-operate in order to improve network deployment among
different apartments, meaning no common interference management scheme is applied at all,
leading to a lot of conflicts and inefficiencies.

In contrast to home scenarios and similarly to cellular networks, enterprise networks are
now usually deployed under centralized management, with the usage of specialized tools (net-
work design support tools, network management software, and so on for example, [16, 17]).
Migration from autonomous to centralized architectures in corporate networks [18] is actually
one of the signs reflecting the importance of an energy-efficient operation that is much eas-
ier to implement with a centralized scheme, despite the shortcomings that may be potentially
introduced, for example, single point of failure, processing latency. Scope of management rep-
resented by various possible approaches provided by different vendors may differ significantly,
including various proprietary solutions for load and interference management. Typically, two
most common approaches to organize network management in enterprise WLANs may be
distinguished, either (1) only time-critical functions, for example, exchange of management
frames, are executed by the AP, whereas all the control and data traffic is routed to/from a
central controller or, more commonly, (2) the central controller does not take complete control
over all AP traffic, having, however, precise knowledge about the state of the network (AP
notifies the controller using a separate protocol), that is, used channel, number of associated
users, and so on. Hence, central controller has a global view of the network and can decide
about the actual network configuration according to the traffic handled by the APs.

Another important point is that the corporate networks are designed to meet the performance
objective (in terms of throughput and/or delay) and scaled to meet the peak of the user demand.
Enterprise networks are thus heavily over-provisioned, with one or more WLAN controller(s),
switches forming the Ethernet-based backbone and, more importantly, a dense WLAN with
densities ranging up to 4300 APs per km2 [13] contributing to the total energy bill. To make the
things even worse the typical link utilization in the enterprise networks ranges from 1 to 5%
[19–21], which is actually even lower than the utilization rates of home environments reported
to be about 9% on average [2, 22–24].

Finally, deployment of femtocells has different aims in home and enterprise scenarios. In
home environments, the main objective is to avoid leakages in the coverage of a single femto-
cell into the public space, whereas in enterprise deployments femtocells have to work together
to jointly provide the increased capacity in a large building, group of buildings that are typical
for enterprise or campus environments [25].

9.1.3 Perspectives

Growing popularity of wireless (mobile) devices heavily contributes to the increasing traffic
demand, which in recent years has shown nearly exponential growth [26, 27]. Mobile videos
(multimedia streaming) and web browsing are the main applications in both home and enter-
prise environments that contribute the most to this increase, with the first category foreseen to
comprise nearly 70% of all mobile traffic by 2017 [26]. Another important driver is the require-
ment of ubiquitous connectivity, frequently coupled also with strict requirements regarding
the quality of the Internet connection in terms of throughput and/or delay, which is especially
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important in corporate scenarios, for example, employees accessing the same set of corporate
resources (services) from a corporate laptop, smartphone or any other device (virtual desk-
tops). In order to fulfil all the aforementioned requirements there is a need to dramatically
expand the existing network infrastructure which in enterprise scenarios would generate huge
additional costs not only for installing additional equipment but also for its maintenance. As
mentioned in Section 9.1.2, because of the low level of link utilization in both network types
(1–5% in enterprise and about 9% in home networks), there would be a drastic increase in
the densities of the APs that are required to serve such traffic. This, in turn, will raise severe
concerns regarding energy consumption in such networks, which will further be discussed in
the next sections of this chapter.

Nevertheless, several incentives to address this increasing traffic demand, differently from
just adding additional infrastructure, can already be observed nowadays. In home networks
it is the aggregation of the bandwidth from neighbouring WLAN APs. The idea itself is not
new and despite serious security concerns several solutions have already been proposed in
the literature, with the most prominent examples being: broadband hitch-hiking (BH2) [2],
coordinated upload bandwidth sharing (CUBS) [24], FastVAP [28], THEMIS [29], PERM
[30] and COMBINE [31], to name a few. CUBS addresses increasing the upload bandwidth in
order to improve the performance of peer-to-peer applications, whereas COMBINE provides a
solution for collaborative downloading. Fast VAP and THEMIS demonstrate the feasibility of
bandwidth aggregation with just a single virtualized WLAN card, and PERM discusses how
to schedule flows among different available APs. For a more exhaustive survey of WLAN
link aggregations see Ref. [2]. BH2 as being energy-saving oriented solution will be discussed
in Section 9.3.1. Nevertheless, practical, large-scale deployments of such wireless solutions
remain to be seen. One example of an already deployed wired system is the ‘apartment LAN’
or ‘A-LAN’ deployed in South Korea [1]. A-LAN is defined as using a shared fibre or DSL
connection to the apartment block with Ethernet-based distribution within the apartment block.

As stated already, enterprise environments will have to face not only the increasing traf-
fic demand driven by rich multimedia content, for example, teleconferences including voice,
high-quality video and data, but also the challenge of ubiquitous, device-agnostic connectivity.
This will lead to a change in the concept of enterprise network, as it was previously described
in Section 9.1.1. Network boundaries will be pushed beyond corporate firewalls (where they
are nowadays) to form a so-called extended enterprise network that includes suppliers, ven-
dors, partners, and so on, all working outside of the corporate premises and using any type
of available access technology on any possible device (it is forecasted that up to 2020 every
human could be associated with 70–100 IP devices), as pointed out in Ref. [32]. In enterprise
environments it is network virtualization among many other Internet technology enablers that
will play an important role in this paradigm shift. Another issue is the transformation from the
network-centric solutions to more flexible architectures that could support ubiquitous connec-
tivity (more human-centric approach) without compromising network security.

Finally, few words must be said about the future outlook of femtocells in the context of
home and enterprise environments. According to Ref. [12], the femtocell market is expected to
experience a significant growth over the next few years, reaching about 70 million of femtocell
access points (FAP) in the market by 2017, growing nearly 40-fold from 2011 to 2016. Several
enterprise deployments have already been made. As for 2013, there were 14 different enterprise
deployments and more than 30 public customer deployments by different mobile operators
worldwide, as reported in Ref. [12].
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9.2 Home and Enterprise Networks in the Context of Green
Wireless Networking

This section brings the ‘green context’ to the presented picture of home and enterprise net-
works. To this end, first the important metrics used in the context of green networking in
wireless scenarios are introduced, and using these metrics an initial evaluation of the potential
energy savings in both scenarios is performed.

9.2.1 Metrics for Green Communication

The forecasted increase in wireless traffic demand, mentioned in Section 9.1.3, has already
raised severe concerns regarding energy consumption in both home and enterprise environ-
ments. To make this picture even worse, it has to be stated that until very recently, energy
efficiency has not been part of the wireless network design considerations [33, 34]. Therefore,
to fully understand the problem of energy consumption in wireless networks, it is first nec-
essary to define the most important trade-offs related to the energy-efficient networking. The
following discussion extends the framework presented in Ref. [27], addressing particularly
home and enterprise environments and helps to define green metrics that are important in this
context. From the perspective of system design challenges, there are four trade-offs that need
to be discussed:

• Deployment efficiency versus energy efficiency
• Spectrum efficiency versus energy efficiency
• Bandwidth power trade-off
• Delay power trade-off

Deployment efficiency is usually measured in terms of achieved system throughput
related to the total cost spent by the network operator on the deployment of the network,
that is, both capital (CapEx) and operational (OpEx) expenditures. CapEx typically include
infrastructure-related costs, whereas OpEx include operation and maintenance costs, among
them energy bills. On the other hand, energy efficiency is defined as the system throughput
per unit of energy consumption, or alternatively as energy spent per one user. According
to Ref. [27], these two metrics very often lead to the opposite design criteria for network
planning, for example, in order to reduce the number of deployed APs one would extend the
area covered by one AP, with this in turn leading to a sub-optimal performance of the users
placed at the edges of the coverage area of an AP. Typical enterprise networks are designed
today to meet the peak of the traffic demand, thus being highly over-provisioned and not
energy efficient. Nevertheless, the trade-off between deployment and energy efficiency is
now becoming of outmost importance, with multiple reasons behind that. For enterprise
networks, all the network deployment costs are paid by the company that is interested in
having reliable, secure network capable to support rich multimedia applications. With traffic
demand forecasted to further increase, there is a need to look for more sustainable solutions,
improving the relation in the deployment and energy efficiency. Examples of such solutions
will be further discussed in Section 9.3. The current picture will also change significantly
with the wide deployment of femtocells in the enterprise scenarios. Having a heterogeneous
network structure with one layer of the cells just providing the coverage, and the other layer
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providing required capacity would increase both cost efficiency and energy efficiency. In
contrast, for home environments energy consumption of a WLAN AP or H-GW constitutes a
very small part of the total energy bill that is paid by a residential user, thus giving the user a
very little incentive to look for any improvements. Furthermore, to make things even worse,
energy efficiency of the devices employed typically in home environments is very low, being
two or three orders of magnitude lower than that of core network devices [2].

Spectrum efficiency is usually defined as throughput of the system per unit of the used
spectrum, being widely accepted criterion in wireless network optimization [27]. In case of
home and enterprise environments the trade-off between spectral and energy efficiency was
not considered an issue as long as purely WLAN-based networks were considered. However,
with the incorporation of additional wireless access technologies into the corporate scenarios,
and especially with the introduction of femtocells to both enterprise and home environments
this trade-off becomes a very important one, due to additional inter-cell interferences that are
introduced. To this end, various solutions for mitigating inter-cell interferences in femtocell
deployments will be discussed in Section 9.3.

Bandwidth and power used for the transmission are the two limited resources in wireless
communication. Therefore, the relation between these two factors is important in the con-
text of wireless resource management. Again, examples of such algorithms will be shown in
Section 9.3. Whereas bandwidth power trade-off describes mostly solutions that are related
to the physical layer, delay (or service latency) power trade-off refers to the application layer
performance. In enterprise networks, it is one of the most important design goals to deliver a
timely bounded service, often without much concerns about the power consumption. There-
fore, in first place, there is not much space in which the delay can be compromised. For home
environments, in contrast, there is a certain grade of flexibility in the function of the appli-
cations that are most commonly in use, for example, video and web browsing applications
permitting some trade-off, whereas online gaming are less elastic.

9.2.2 Green Potential

As pointed out in Section 9.2.1, so far wireless networks have not been designed with the
energy efficiency in mind. In order to quantify possible gains that can be achieved in both home
and enterprise environments, let us first break down the energy consumption of different parts
of each network, stating where lays the biggest potential to save the energy, under assumption
of perfect management of each network.

As shown in Figure 9.2 (in Section 9.1), a typical deployment of an enterprise network fea-
tures one or more WLAN network controller, few switches forming the Ethernet backbone
and a huge number of WLAN APs, for example, 125 WLAN APs in a single-building cor-
porate network and up to 5000 WLAN APs in a campus network [15], with a clear trend to
further increase these numbers due to the increasing demand for high-quality multimedia traf-
fic. According to the studies that survey power consumption of WLAN network elements, the
usual power consumption figures are: up to 466 W for commercially available WLAN con-
trollers (typical WLAN controller being able to manage up to 512 APs and 8192 users) [15],
about 350 W for switches (a switch with 24–72 PoE ports) [15], and up to 10 W for a thin
WLAN AP [15, 35]. Yet a single WLAN AP does not consume much energy, but due to their
abundance, it is safe to state that, similarly to the cellular networks, the radio accessible part
of the enterprise network consumes the most energy and thus the APs contribute the most to
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the total energy bill. For example, a total yearly energy consumption of an enterprise network
consisting of 125 APs could be estimated with the data provided above to be about 21 MWh,
out of which consumption of WLAN APs would yield nearly 11 MWh.

In the case of home networks, it is much more difficult to make such a precise balance of
the total energy costs, due to the high variability in quantity and type of the devices used. Nev-
ertheless, there are several studies aiming at evaluation of the energy consumption in home
environments [36–38]. Spinney et al. [36] analyze the most recent trends of the energy con-
sumption in households, taking into account also social and cultural perspective, stating that
there was a huge paradigm shift in our perception of the role of communication in our social
relations and habits at home with the introduction and mass deployment of wireless communi-
cation and devices such as laptops and smartphones. Interestingly, we tend to spend much more
time, than in the era of desktops, using our wireless portable devices to work or for leisure,
with emerging practices such as multitasking and always-on-ness. To that end, a very interest-
ing comparison of the energy consumption of a desktop and laptop has been provided. On the
basis of participant usage patterns and the energy consumption data available in Ref. [37], it
was stated that a two-hour daily on activity incurs about 65% more of the consumed power for
laptop (estimated as 1.7 kW per week) than for a desktop computer. The difference is mainly
explained by the different usage patterns: desktop computer is completely switched off after
completing the on activity, whereas laptop stays in the standby mode for a considerable amount
of time, and so are the remaining elements of the network. One more important observation
is being made; actually laptops are often not competing with desktops in the home environ-
ments, rather being just an additional layer of devices used for communication. Therefore,
the total energy consumption in home environments has been recently increasing even more
significantly.

Another very important aspect in the context of the green potential of home and enterprise
environments is the link utilization. For both networks, the average link utilization has been
reported to be very low, in order of 1–5% for the enterprise networks [19–21], and about 9%
for home DSL links [2, 22–24]. Yet enterprise networks are highly over-provisioned in order
to meet the peak of user demand, which occurs very rarely and may be related to only a small
part of a corporate or campus network, for example, Jardosh et al. [39] quantify that around
10–80% of all WLAN APs in a corporate network and 20–65% for the campus deployment
are idle during the entire month of the observation time; in addition, they also report more
than 70% of all APs being idle for the time span of at least an hour in the corporate scenario
and more than 50% in the campus scenario, respectively. To make things even worse, energy
consumption of the network devices in both home and enterprise networks is not proportional
to the traffic load, that is, large fraction of the energy is burned independently of the traffic
load, and the lowest level of energy consumption per transmitted bit is achieved at the full load.
Several experimental results illustrate how bad the situation actually is. Nguyen and Black [37]
report the results of their measurements of home ADSL modems (two ADSL modems and one
ADSL/WLAN modem) under different levels of traffic load stating that the difference between
the idle state (powered on and not sending any data) and fully loaded state is actually minimal.
Hlavacs et al. [38] report the same phenomena for residential (8 port Fast Ethernet switch) and
corporate (24 port and 48 port Gigabit Ethernet switch) switches, consuming marginally more
power when being loaded than in the idle state. Consumption of WLAN APs has also been
analyzed in numerous research studies, for example, Refs. [35, 40], including broad range
of possible devices supporting different versions of IEEE 802.11 standard, for example, with
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multiple input multiple output (MIMO) antennas (IEEE 802.11n), dual-band (2.4 and 5 GHz)
operation, and so on, with a common conclusion that at least 70% of the energy was spent just
to power the AP (idle state) [40]. Readers may further refer Refs. [35, 40] for more detailed
surveys of WLAN AP power consumption of different vendors.

This degree of lack of load proportionality, of course, leads to very high levels of energy
consumption per transmitted bit, being two or three orders of magnitude higher than that of
core network devices [2]. Therefore, taking into account the huge number of the deployments
of dense WLAN environments worldwide, as well as trends indicating further growth in both
academia and industry deployments, there is a considerable potential for saving the energy in
such networks.

9.3 Possible Savings in the Current Home and Enterprise Network
Landscape

This section focuses on the reality of energy savings that are possible to achieve in the cur-
rent state of home and enterprise networks. To that end, first a short overview of what can
be done is given, including possible hardware improvements and network-level solutions.
Next, an overview of the most important challenges and limitations preventing the implemen-
tation of proposed solutions is provided. And, finally, a detailed survey of the most prominent
network-level solutions applicable in dense WLAN scenarios is presented.

9.3.1 Quick Survey of What Can be Done

Lack of load proportionality of network devices currently deployed in home and enterprise sce-
narios has been one of the main reasons why in the advent of forecasted traffic explosion seri-
ous concerns about energy consumption have been raised and spurred a considerable amount
of research. All proposed solutions can be divided into two general groups: (1) hardware-level
solutions and (2) network-level solutions. In addition, there is a third group of solutions aiming
at improving energy efficiency at the user end devices that is important in the context of home
networks and will also be discussed shortly.

Hardware-level solutions aim at improving directly the energy efficiency of a network. This
means increasing the efficiency of single components, for example, power amplifiers, chipsets,
(IEEE 802.11) radios, of network devices in order to decrease power consumed during the
transmission or idle mode of operation. A detailed study for WLAN APs [40] has revealed
that for the best devices under tests, still at least 70% of the energy was spent on base power
consumption (load-independent consumption when the AP is idle). It is therefore reasonable
to ask the following question: how much can be actually saved by further improving single
components – where are the limits of possible energy savings with hardware-level solutions?
In an effort to answer this question, we analyzed collections of power consumption data of
WLAN APs made by various manufacturers that are presented in Refs. [35, 40]. The main
conclusion that can be drawn is that with the current state-of-the-art devices, the overall power
consumption is mainly attributed to the base power consumption, with radio transmission cir-
cuits contributing very little, sometimes close to none. Similar conclusions regarding load
proportionality are drawn for switches that are currently deployed in enterprise networks,
which tend to consume about 90% of the power in the idle mode [14]. Marsan et al. [33]
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provide a further theoretical discussion of the above-mentioned question, considering possi-
ble energy savings with hypothetical devices, not possible to be constructed with the present
state-of-the-art technologies and knowledge that have 90% of load proportionality. Of course,
that brings savings when compared to the best devices available today, but even then the amount
of energy that is wasted during the periods of low traffic load and in the idle mode is still huge,
if we consider the size of a typical enterprise network. Therefore, hardware-level solutions
cannot be seen as a viable option in case of dense WLANs, where most of WLAN APs stays
idle for most of the time, and there is a need for more efficient low power operation or sleep
modes (network-level solutions).

In the context of home networks, an important development is the definition of the
low-power Bluetooth profile, within Bluetooth 4.0 specification [8]. However, this and other
ongoing improvements to hardware are not able to keep the pace of the rising demand for
energy consumption of end-user devices and thus advocate for software-level solutions,
including all layers of protocol stack [41].

Network-level solutions, in contrast, try to dynamically adjust the number of active network
devices, for example, Ethernet switches, WLAN APs or H-GWs, to the changing traffic load
conditions. This means putting unnecessary devices to sleep or even completely switching
them off in periods of low traffic load; therefore, network-level solutions are also referred to
as resources-on-demand (RoD). To that end, there are several issues that must be addressed,
namely, (1) in order to increase the energy efficiency of a network, low-load situations must
be correctly recognized and potentially unnecessary devices must be selected, (2) sufficient
number of network devices remaining in the operation must be assured in order to provide
active users with the requested service, that is, sufficient bandwidth capacity, as well as to
avoid coverage holes, that is, sufficient coverage, (3) any increase in the traffic demand must
be timely detected and, if required, additional resources must be, also timely, provided. It is
therefore quite typical for this type of approaches to define two layers of network devices: these
that are absolutely necessary to provide basic operation of the network, that is, basic coverage,
and additional layer of redundant devices that provide additional network capacity required in
situations of heavy traffic load. Decision about switching network devices on and off may be
taken either locally, independently of the other devices, or centrally in a coordinated manner,
depending on the network architecture.

There are numerous network-level solutions that have been presented in the literature. In
case of enterprise networks, the most prominent solutions for the wired backbone are based
on energy-efficient Ethernet (EEE) [42]. EEE adaptively adjust Ethernet link data rate accord-
ing to the current traffic conditions, and as different rates correspond to different amounts
of consumed power more energy-efficient operation is achieved, for example, Refs. [21, 43].
Another example also based on EEE is green virtual LANs (VLANs), solution proposed to
optimize energy efficiency of VLANs2 that are nowadays commonly deployed in the enter-
prise scenarios [44]. Pointing out the most important deficiencies of the currently deployed
VLANs, for example, placement policies, authors suggest an improved VLAN architecture,
designed with energy efficiency as one of the optimization criteria. Energy inefficiency of the
Ethernet switches is also tackled from the perspective of offloading users (which generate little
or no traffic) to the wireless part of the enterprise network while putting remotely such unused
switches to sleep, in a solution called smart wireless aggregation (SWA) or energy-efficient

2 VLAN groups logically users belonging to the same category (e.g., employees in a division of a company) that are
connected to LAN switches or routers despite their different physical location.
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wireless (EEW) [45]. EEE and EEW can also be deployed jointly, as proposed in Ref. [21].
Finally, there is a huge group of network-level solutions focusing on the energy-efficient man-
agement of the wireless part of the enterprise networks, provided that this is the part of the
network that consumes the most energy and has the biggest power saving potential. The most
popular WLAN AP management techniques will be surveyed separately in Section 9.3.3. In
addition, the most important solutions for future enterprise scenarios that include femtocells
will be presented in Section 9.4.

In the context of home networks, the most important network-level solutions focus
on the traffic aggregation in the heavily underutilized DSL links, similar to the idea of
SWA. Examples such as broadband hitch-hiking (BH2) [2] (solution already introduced in
Section 9.1.3) or energy-efficient protocol for gateway-centric federated residential access
[46] propose to reuse the overlapping coverage areas of the neighbouring WLAN APs in order
to offload unused WLAN APs. A substantial number of WLAN APs (65–90% according
to [2]) can be offloaded and thus switched off, bringing considerable power savings for a
federated deployments of WLANs in future home environments. Other solutions for traffic
aggregation in the DSL access that were mentioned in Section 9.1.3, do not focus on the
energy optimization, however.

In addition, several recent works, for example, [47, 48], proposed approaches to reduce
energy consumption in WLANs, having as a main goal increase in the battery lifetime of
the end-user devices. These end-user approaches can be easily integrated with network-level
energy-aware solutions mentioned here, and may have more importance in home scenarios.
Nevertheless, these solutions are out of the scope of the analysis presented in this chapter.

9.3.2 Challenges and Limitations

In contrast to cellular networks, both enterprise and home networks have less potential for
saving the energy (a single WLAN AP or H-GW is consuming relatively little energy in com-
parison to a single (macro) BS in cellular networks; see numbers provided in Section 9.2.2)
and thus it is more difficult to employ power saving strategies there. Practically, only
dense WLAN network in enterprise environments represents a scenario where employing
network-level schemes to manage the energy is feasible [33]. In contrast, home networks
due to their scattered nature (high level of distribution of the energy cost, with a very small
cost per single user) and distribution of management among many different parties are not
well suited for the adoption of energy-efficient approaches known from cellular or enterprise
environments (with the only exception being federation of WLAN APs; nevertheless,
large-scale deployments of federated WLANs are yet to be seen). Of course, one may argue
that if the energy saving scheme proposed for distributed deployment is adopted on the mass
scale in all households the cumulative energy that may be saved is significant, for example,
Ref. [15]; however, such an assumption seems upfront very unrealistic.

But even for dense WLAN environments there are several important limitations that must
be taken into account. The main limitations arise from the nature of centralized management
scheme that is deployed, especially in the variant where the AP handles all non-time criti-
cal functions, namely, creation of a single point of failure, as well as increased processing
latency [18] that may not be acceptable for some enterprise deployments. These limitations
impose therefore new requirements on manufacturers to provide more flexible and reliable
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management schemes, facilitating a fast and accurate network re-configuration and being the
most important challenges related to dense WLAN deployment nowadays.

Another important limitation is related to traffic aggregation solutions. Whereas traffic
aggregation is feasible in enterprise scenarios [21, 43–45], aggregation of traffic in home
scenarios may pose severe challenges due to the failure to induce sleep [2]. A DSL line can be
put to sleep only if there is no traffic on the line at all, as there are no alternatives for Internet
connectivity. Also, it takes about a minute to boot and synchronize the modem with DSLAM,
and therefore traffic inactivity must be sufficiently long. However, it is very well-known that
due to some periodic traffic updates to keep the network presence of various user applications
there is a continuous light traffic flowing almost constantly and thus preventing sleep on idle.

9.3.3 Survey of On/Off Switching Mechanisms for Enterprise
(Dense WLANs)

Solutions proposed in the literature to dynamically reduce power consumption of a dense
WLAN in periods of very low demand can be divided into two fundamental groups: (1) homo-
geneous (relying entirely on IEEE802.11 technology) and (2) heterogeneous solutions (assum-
ing support of other, additional network access technology, e.g., IEEE802.15.4, Bluetooth).

Following the general outlines of a design of RoD approaches presented in Section 9.3.1,
there are two key aspects that must be addressed for homogeneous solutions, namely, (1) the
assessment of the area covered by a given set of WLAN APs and (2) the assessment of the
demand. Therefore, there are two issues that heavily influence the design process of such
solutions: coverage models and AP placement pattern (also called in the literature the area
coverage problem). Coverage models will not be discussed here; for a good survey of differ-
ent approaches refer Ref. [49]. There are two obvious design choices for the area coverage
problem: deterministic and random placement of WLAN APs [49]. Random AP placement,
although more realistic, leads to a non-homogeneously covered area, which has been proved
to be a NP-hard problem. Possible solutions include either tile-based approximation [50] or
computationally expensive (and not easily scalable) optimization algorithms to approximate
the coverage [51]. Deterministic placement of APs, with all its shortcomings, seems thus a
viable alternative, for example, Refs. [52, 53].

One of the first examples of homogeneous solutions has been proposed in Ref. [39].WLAN
APs are grouped into clusters on the basis of the Euclidean distance. Within a cluster, only
one AP, called cluster head, is powered on during the period of low load. The demand is esti-
mated on the basis of the number of associated users, and once the threshold is exceeded,
additional APs within the cluster are powered on to provide the capacity. Achieved power
saving depends on the APs density, yielding 20–50% power saving for less dense scenarios
and 50–80% for dense deployments. However, the criterion for forming the cluster is not very
well tailored for wireless environments. Due to fading and interference, even adjacent APs
may have significantly different performance, and consequently coverage holes may appear
between the clusters. This problem has been addressed in an improved version of this solution,
presented in Ref. [15], where detection of neighbouring APs and forming of clusters is based
on RSSI criterion. Also, estimation of the user demand has been improved with the number
of associated users being substituted with a channel busy fraction metric, that is, the fraction
of time the channel is busy due to the transmission and inter-frame spacing, to better reflect
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the real traffic picture. It is reported that up to 53% and 16% power saving can be achieved for
the low and high traffic conditions, respectively (although it is hard to compare these results
to that achieved by the previously described solution due to different evaluation scenarios).
Another cluster-based strategy, proposed in Ref. [54], is based on the usage patterns, derived
from long-term measurements. These usage patterns are fed into two continuous-time Markov
chain (CTMC) models of a cluster to calculate the required number of powered-on APs. This
approach has been reported to save about 40% of the consumed power. Further, two other
approaches use either integer linear programming (ILP) optimization [55] or heuristic (reduc-
ing the computational complexity of the former) [56] to adjust the density of the powered-on
APs within a cluster. First of the proposed approaches provides a 63% power saving, whereas
the latter further increases this gain by 10%.

An alternative approach has been recently presented in Refs. [52, 53]. Authors claim that
the density of the WLAN APs can be very drastically reduced, on the basis of the following
observation: to detect the user presence (with a given probability) it is actually sufficient that
just one out of several Probe Request frames transmitted with the lowest bit rate is received
within a desired delay. Once the user presence is discovered, additional APs can be switched
on to provide the additional capacity required by the user. One of the main characteristics of
the proposed algorithm is that the status of each AP can be determined in a distributed fashion.
Initial evaluation demonstrates astonishing power saving: up to 98% of inactive APs can be
switched off.

Heterogeneous approaches, in contrast, take advantage of multiple radio interfaces that are
currently commonly available in the end-user devices. The underlying design assumptions in
all solutions of this type are that (1) the alternative network provides the coverage in the entire
area in question and (2) the position of the end-user devices is roughly known. Fulfilling these
two assumptions guarantees that in the event of an increasing demand WLAN AP(s) can be
timely powered on or user connectivity can be provided entirely with the alternative access
network. Among several possible technologies to choose from, cellular is the one most often
used in this context. One of the first solutions was proposed by Lee et al. [57], who suggested
substituting WLAN beacon frames with cellular paging procedure in order to wake up on
demand the additional WLAN APs that are in close proximity of the user device. With such an
approach, WLAN APs can be very aggressively put to sleep (even all APs can be turned off!),
guaranteeing considerable power savings. In the same way Bluetooth technology can be used
to provide the basic coverage for low-rate transmissions, with WLAN interface being switched
on only on detection of an excessive demand [58]. Using low-power Bluetooth interface traffic
from nodes that do not require excessive bandwidth (forming a cluster) is aggregated at one
node called cluster head that further pushes the traffic to the AP. Once one of the nodes requires
more bandwidth, it switches on the more power consuming WLAN interface to communicate
with the AP, whereas Bluetooth clusters are reorganized accordingly to reflect the change in
the network topology. Finally, one of the most popular approaches presented so far in the
literature proposes to additionally equip WLAN APs with IEEE 802.15.4 narrow-band radios
that are used as 2.4 GHz band spectrum sensors [59]. Thanks to these sensors WLAN APs are
able to detect radio activity (user sending WLAN beacon frames, attempting to connect to an
AP) consuming considerably less power than the WLAN radio would (a 91% power saving
is claimed). WLAN radios are activated on potential discovery of a user connection; however,
the IEEE 802.15.4 sensors are not WLAN-technology-selective and might unnecessarily (a
false positive) wake up WLAN APs if any other radiation is present in a channel.



Green Home and Enterprise Networks 193

To summarize, solutions that are based purely on IEEE802.11 technology, although some-
times coming close, for example, Refs. [52, 53], cannot reduce the density of the APs as
aggressively as the ones based on the heterogeneous technologies. In the latter case, how-
ever, usage of multiple radio interfaces is required, which may make the deployment more
complicated. Homogeneous strategies have little complexity in terms of deployment, con-
trol and management, but their main drawback is that they are not transparent to the users,
meaning that the users may experience a slight performance degradation (e.g., delay) during
switching on/off phases. A more detailed survey of on/off switching algorithms in the dense
WLAN environments can be found in Refs. [53, 60] and interested readers should refer there
for further details.

9.4 Possible Savings in Future Home and Enterprise Network

As argued in Section 9.1, the biggest challenge, as well as the biggest opportunity, for home
and enterprise environments is related to the deployment of the femtocells on a massive scale
(according to a study [61], 30% of corporate and 45% of household users experience poor
indoor coverage). Here, we shortly analyze possible implications related to energy consump-
tion, focusing in particular on the problem of interference management in dense deployments
of femtocells.

9.4.1 Interference Management Techniques

Perspective of massive deployments of femtocells has increased concerns about their energy
consumption. Therefore, quite considerable research efforts have been spent, with most of the
work focusing on the interference management problem [62]. Before further discussion, let us
first classify the interferences in the environment where femtocells are deployed (femtocells
constitute another tier that is coexisting with the traditional access networks, e.g., cellular
macro cells). To that end, two main groups can be distinguished [63]:

• Co-tier interferences, caused by network elements belonging to the same tier of a network,
that is, interferences introduced by femtocells to the other femtocells, usually cells that are
deployed in immediate proximity or sufficiently close to each other. Furthermore, there is a
need to distinguish between the interferences in uplink direction (introduced by an end-user
device) and downlink direction (introduced by a femtocell AP).

• Cross-tier interferences, which occur between network elements belonging to different tiers
of a network, that is, interferences between femto and macro cells. Also, with further dis-
tinction between uplink (end device in a femtocell is a source of interferences to a macrocell,
or end device using macrocell to a femtocell) and downlink direction (caused by a femtocell
AP to a neighbouring macrocell or from the macrocell BS).

Interference management techniques are strictly tailored to the radio technology being
used, for example, CDMA, OFDMA, as well as to the femtocell access mode (open access,
closed subscriber group, or hybrid). Efficiency of the interference management schemes is
usually highly dependent on the particular femtocell scenario. Whereas less dense femtocells
deployments favour very simple schemes, the real challenge remains in enabling the dense
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femtocell deployments, given the ad hoc nature of the femtocells and high level of cross-tier
interferences. The most important schemes for interference management proposed so far in
the literature can be divided into three groups: (1) interference cancellation schemes, (2)
interference avoidance schemes and (3) distributed interference management schemes [64].

Interference cancellation schemes deal with removing the influence of the interferences from
the received signal. As such, they require knowledge of the characteristics of the interfering
signal, as well as antenna arrays at the receiver end to cancel these interferences. Therefore,
these solutions are targeted to be deployed at the macrocell BSs and femtocell APs, dealing
with the uplink interferences.

Interference avoidance schemes include all techniques that may be deployed at the femto-
cell AP in order to help it self-optimize and self-configure, according to the current network
conditions. To that end, a femtocell AP must be able to (i) sense the users in its vicinity, (ii)
communicate with neighbouring femtocell APs and (iii) receive feedback from the users about
the present conditions [65, 66]. One of the most prominent examples of interference avoidance
techniques includes power control aided coverage optimization that deals with finding a com-
promise between the deployment efficiency and energy efficiency (recall the first of the metrics
discussed in Section 9.2.1), taking into account indoor mobility patterns to construct adaptive
coverage algorithms, for example, Ref. [66].

Finally, distributed interference management techniques are a subset of interference avoid-
ance schemes, in which a femtocell AP disposes of limited information about the femtocell
network, for example, in dense femtocell deployments it may not be feasible to distribute this
information via backhaul. The optimization decisions must thus be taken locally, on the basis
of the information that is sensed by a femtocell AP in question and its immediate neighbours.
Distributor schemes are far more complex than the centralized ones and in order to be efficient
may require additional knowledge, for example, about macrocell users that occupy the same
spectrum.

Furthermore, more detailed surveys of the most important interference management tech-
niques belonging to each of the three groups mentioned above can be found in Ref. [64, 65].

9.5 Conclusions and Future Outlook

Home and enterprise networks having similar structure and different management systems
have different saving potentials. Practically speaking, the only current scenarios in which
significant energy savings are possible to achieve are dense corporate WLANs. There, the
dynamic WLAN AP on/off switching approaches may be applied, resulting in considerable
reduction of the energy footprint while keeping the desired level of the QoS. Some further sav-
ings are possible in the Ethernet backbone of the corporate networks, where solutions based
on EEE can also be deployed. For home scenarios, due to their scattered nature (high level of
distribution of the energy cost, with a very small cost per single user) and distribution of man-
agement among many different parties, the perspectives for the adoption of energy-efficient
approaches on a wide scale are rather low. Federated residential access scenarios (DSL aggre-
gation) have yet to prove to be deployable on wider scale.

In future context, a successful deployment of femtocells in home and corporate scenarios
may considerably change the current perspective. The denser deployment of the femtocells
forecasted in the near future will require more efficient interference management schemes,
especially for femtocells that are applied in a distributed manner. Moreover, more efficient use
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of (wireless) network resources should also be taken into perspective in the future picture of
home and enterprise scenarios, and context-aware networking has the necessary potential to
make it reality. Especially in home and enterprise networks, where building smart environ-
ments (more and more tailored to the user needs) would soon become reality, this issue is
highly relevant and should be discussed in the near future.
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