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14.1 Introduction

Crystallization is one of the basic unit operations employed in the pharmaceutical industries.
The size, shape and purity of a crystal influences further downstream processing. Hence,
it is critical to control the crystallization process. Control of the crystallization process
is made more challenging because of its high sensitivity to disturbances [1]. Crystal size
distribution (CSD) is one of the important characteristics to be monitored and controlled
in order to obtain crystals of the desired quality [2]. Techniques such as laser based focus
beam reflectance measurement (FBRM) and particle vision and measurement (PVM) are
extensively used for online monitoring of the crystallization process.

In the FBRM technique, a laser beam is focused into the crystallizer using a rotating
lens. The light is scattered when the beam passes through a particle. Based on the duration
required for the light to scatter back, the chord length of the particle is measured. The
major drawback in the FBRM technique is that the chord length distribution measured
is not the actual particle size distribution because the chord length measured randomly
may not represent the entire particle. This limitation can be overcome with the use of the
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PVM technique as direct measurement from the process image is possible [3]. In the PVM
technique, the process images are captured either as videos or pictures with the help of a
camera; these pictures are analyzed to obtain a direct estimate of CSD [4].

Offline based image analysis was initially used for the estimation of CSD [5, 6, 7, 8,
9, 10]. However, the need for automated online methods arose. In 2006, an algorithm
for segmenting high-aspect ratio particles using linear feature detection was developed
[11] . Later, this algorithm was extended to detect other shapes but was restricted to
typical geometric shapes only [12]. Zhou et al. developed an image analysis algorithm
using multivariate statistics based image analysis coupled with standard image processing
techniques [4, 13]. The drawback with this method was that the algorithm was restricted to
detecting square and diamond shaped particles and could result in inaccuracies because of
the random orientation of particles in the solution. Korath et al. used the change in intensity
to identify touching particles [14, 15]. The measurements using this method suffered due to
morphological image processing. Mironescu ef al. made use of fractal analysis to compute
CSD [16]. Preseles et al. designed an algorithm by improving an adaptation of the watershed
segmentation method [3]. However, the computational effort of the algorithm was high. In
this work, a new multi-objective based image segmentation segmentation method is used
for the estimation of CSD.

The proverb “an image is worth a thousand words” says it all. Perhaps a picture is worth
several thousand data samples for it can best reflect the actual state of some processes.
Image analysis plays a crucial role in extracting meaningful and actionable information
from process images. The human eye and the brain together are the best example of an
image analysis system. Computers can be used to replace human effort so as to make the
image analysis process much more fast, efficient and automatic. Image analysis is applied
in diverse fields such as biology, medicine, remote sensing, robotics and manufacturing.
Image segmentation is crucial in image analysis because the quality of segmentation plays
a vital part in feature extraction.

Image segmentation is defined as the process of extracting meaningful information
from an image by dividing the image into multiple segments. This step is carried out on
the gray level values of the image. Image thresholding is a basic and easy-to-implement
technique. This technique partitions an image into regions based on a predefined criterion.
The challenging aspect in thresholding is to choose an optimal threshold. Many techniques
can serve the purpose — one such technique is based on the image histogram. An image
histogram is defined as the frequency distribution plot of gray level intensities. Single-
objective optimization (SOO) is a method used to select the optimal threshold. Several
different methods use SOO to select an optimal threshold. Some commonly practiced
methods are the Otsu method, the minimum error method, the mode method, and the
entropy method [17, 18]. Each of these methods has its own limitations. The limitations of
different methods can perhaps be overcome by combining more than one objective. Hence,
multi-objective optimization (MOO) is utilized in this work to identify a suitable threshold.
This approach can assist in improving the accuracy of CSD estimation thereby leading
to efficient control of the crystallization process and consequently attaining the desired
product quality. The novelty in this work is that a MOO based thresholding approach has
not been applied previously to solve problems such as segmentation of crystals from process
images. This work has been further extended to estimate the CSD in two dimensions (length
and width) and the effect of particle orientation in the solution [19].
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The outline of this chapter is as follows. In section 14.2, the image analysis steps used
in this work are explained briefly. Then, artificial image simulation is discussed with an
example in section 14.3. Section 14.4 explains the techniques used in preprocessing of
images. Image thresholding, using different methods to select thresholds based on SOO, is
discussed in section 14.5. The need for MOO is explained and the approach used in this
work to solve the MOO formulation is outlined. The threshold identification problem is
presented as a two-objective optimization problem and applied to the simulated images.
Section 14.6 explains the feature extraction technique and the crystal size distribution (CSD)
estimation results. Sections 14.7 and 14.8 discuss future work and conclude the chapter.

14.2 Methodology

The steps used for obtaining the CSD from the process images are shown in Figure 14.1.

The PVM images obtained from the camera are used for estimation of CSD. Hence, image
preprocessing is carried out initially to improve the image quality by noise reduction and
contrast enhancement. Then, image segmentation is applied to extract the region of interest
(crystals) from the background of the image. This is carried out by partitioning the image
into segments. Finally, with the help of feature extraction, the given image is transformed
into a set of features. In this work, the characteristic dimension (length) of the crystal is
extracted as its feature. The characteristic length of the crystals in the crystallizer image
is considered to represent the CSD of the system. In the work presented here, MATLAB
7.11.0 (R2010b) was used for image analysis.
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Figure 14.1 Steps in image analysis for a crystallization process.
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14.3 Image Simulation

Artificial images were simulated randomly by considering an appropriate camera model to
depict the adapted process model.

14.3.1 Camera Model

The method of mapping points from a real-world three-dimensional plane onto an imaginary
two-dimensional plane is known as projection. When the human eye looks at a scene,
objects farther away appear smaller than the objects close by—this property is known as
perspective. Orthographic projection is a projection method where the object is mapped
onto an imaginary plane without considering the distance between the object and the
observer. Orthographic projection is used to create images to scale drawings. This projection
allows accurate measurements to be made. Weak perspective projection can be defined as a
perspective projection approximated by a scaled orthographic projection. This projection is
considered when the object’s dimensions are negligible compared to the distance between
the object and the camera as shown in Figure 14.2 [20].

14.3.2 Process Model

The first step is to define a process model bearing in mind a certain number of assump-
tions. In this work, the particles are assumed to be of high aspect ratio (acicular or needle
shaped). Generally, needle-shaped crystals are observed in crystallization processes involv-
ing monosodium glutamate, calcium pyrophosphate dehydrate, monosodium urate, and so
forth. Solid phase particles dispersed in a crystallization solution bath are assumed to be the
process model. Let us assume a volume, V, to be the volume of the image focused by the
camera. Assume n solid particles are present in volume V. Let the characteristic length of
every particle in the given volume be denoted by 1. Hence, the CSD in the imaging volume
is given by a function f(1).

In this process model, the particle population is simulated by randomly generating several
parameters of the particle such as the position, orientation, and dimension. The orientation
of the particle in the image plane is distributed normally. The dimensions and position
of the particle in the image plane are distributed uniformly for illustrative purposes. The
parameters are generated randomly independent of each other.

Object
-:::':__'._'._E'___'__'__ ;

N\ I/ I/

Light source Image plane Real world

Figure 14.2 Weak perspective projection.
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The transformation from a 3D point X, ¥ and Z in real-world coordinates to an image
point x; and y; is given by Equation (14.1), where f denotes the camera’s focal length:
IX fY

L 14.1
Xq AR 7 (14.1)

14.3.3 Assumptions

The real-world coordinates are mapped into coordinates on the image plane. It is assumed
that the depth of the imaging volume is negligible compared to the fixed distance between
the camera and the imaging volume because the distance of the camera from the particle
will be greater than the depth of the particle. Hence, a weak perspective projection model
is used to project the imaging volume onto the image plane. The crystal particles are scaled
by a constant ratio.

Generally, the crystallization process is assumed to take place in a well-stirred vessel.
The crystals are therefore assumed to align themselves parallel to the surface of the crystal
solution because of the shear force acting between the surfaces of the crystal and the
solution. The particles are therefore believed to be orthogonal with respect to the camera’s
optical axis and thereby mimic the actual condition used for imaging measurements. A
comparable methodology was used in [21] to simulate artificial crystallization images.
However, in contrast to the work presented in [21], in this study, the gray level values
of the foreground (crystals) and background are also stochastically simulated. Also, more
importantly, in our work, noise is incorporated in to the images generated so as to mimic
images obtained from industrial crystallization processes.

The intensities of the slurry and the particles were generated randomly independent
of each other and distributed uniformly. Particle overlaps were also added to the system
stochastically. Multiplicative noise was incorporated in the simulated image. Some broken
crystals and crystal chips were also added into the image. Imaging volume is taken to be large
enough so that all the particles generated stochastically are contained within the imaging
plane itself. Hence, the position and dimension of the particles are confined so that the
simulated particle remains within the imaging plane. An image simulated using the above
algorithm and an actual image from a crystallization process [4] are shown in Figure 14.3.

(a)

Figure 14.3 (a) Artificial image; (b) real-world image.
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14.4 TImage Preprocessing

Generally, a digital image is represented as a three-dimensional matrix indicating each of
the basic colors red, green, and blue. These images are first converted to single dimensional
matrix for further processing. The single-dimensional matrix represents the gray level
intensity at each pixel. The gray level intensity matrix GL is computed as the weighted sum
of the three matrices (red R, green G, and blue B) as shown in Equation (14.2)[22]:

GL=0.2989"R+0.5870" G +0.1140 * B (14.2)

The objectives of preprocessing include noise removal and image enhancement. The
grayscale images contain a considerable amount of noise. Noise in the images can originate
due to the sensitivity of camera to light and/or during data transfer and storage (file formats).
Errors in data transmission can cause black and white specks randomly throughout the
image, commonly known as impulse noise. Camera sensors are prone to cause noise because
of their inability to differentiate between the photoelectric effect electrons generated by
the heat produced in the system and the electrons generated by the actual signal [23]. The
effect of this type of noise is generally dependent on the input signal. Hence, the noise
is assumed to be multiplicative in nature. This type of noise is known as speckle noise.
Filtering techniques are commonly used to remove noise. Different filtering techniques are
used to address different types of noises [24, 25]. This type of noise cannot be removed
with the help of a linear filter. Therefore, a type of nonlinear filter called the median filter
is applied for removing noise from the images considered. This type of filter is useful in
removing impulse and speckle noise. It has the additional advantage of preserving the edges
of objects and is very apt for the current application.

The other purpose of preprocessing is to enhance the quality of the image [24, 25]. Image
enhancement is accomplished by adjusting the contrast in the image. Contrast enhancement
is applied to images to widen the range of the gray level intensity. This is done by mapping
the intensity values of the original image into new values by scaling the lower and upper
bound to 0 and 255, respectively.

14.5 Image Segmentation

14.5.1 Image Thresholding Based on Single Objective Optimization

In image segmentation, the preprocessed image is converted into a binary image with a
user-specified threshold. A binary image is considered to represent two classes in an image,
namely the object and the background. Pixels with intensity above a certain threshold
value are categorized into one class and those below the threshold into another class.
The threshold value required for image segmentation can be selected based on various
methods. The mode method is the most basic method [18]. It uses the concept of a valley
to identify the threshold. In this method, the point at which the intensity value is lowest
between the two class of pixels in the image histogram is selected to be the threshold. In the
entropy method, the optimal threshold is selected so that the sum of the entropy of the two
classes (foreground and background) reaches its maximum [26]. The Otsu method uses the
concept of maximizing the variance between the two sets of pixels, that is the object and
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the background [27]. The minimum error method [28] fits Gaussian curves on the image
using the threshold value. In this method, two Gaussian curves are fitted to the two peaks
(foreground and background) on the image histogram. The intensity value at which one
Gaussian curve ends and the other begins is taken as the threshold value. The threshold value
where the error in fitting is minimum is the optimal threshold. The individual objectives in
the MOO are described next.

14.5.1.1 Otsu Method

Otsu developed a method for choosing a suitable threshold value by maximizing the
interclass variance [27]. This method involves calculating the variance of the two classes
of pixels at all possible threshold values. The aim of this method is to separate the pixel
classes as far as possible. The optimum threshold is computed by maximizing the interclass
variance.

In any grayscale image, n; denotes the number of pixels at a given gray level value i. N
and L denotes the total number of pixels and gray levels respectively. An image histogram
is constructed and normalized to a probability distribution as shown in Equation (14.3):

P =n;/N (14.3)

Equations (14.4) and (14.5) are used to calculate the histogram’s zeroth and first-order
cumulative moments up to the k”* gray level whereas Equation (14.6) computes the total
mean level of the original picture:

k
w(k) = ; Di (14.4)
k
uk) = ; ip; (14.5)
L
wr = (L) =Y ip, (14.6)

i=I

Equation (14.7) gives the function to be maximized in order to calculate the optimal
threshold, k:

250 _ [nrwk) — u(k)]?
w(k)[1 — w(k)]

The k value has a constraint such that 1 < k < L.

14.7)

14.5.1.2  Minimum Error Method

In this method, a classification approach is used to select a suitable threshold. If the gray-
level distribution of the object and background can be estimated, the minimum error based
threshold can be obtained. The assumption used in this method is that the estimated object
and background populations are normally distributed. Based on this assumption, Gaussian
curves can be used to fit the gray level distributions of the foreground and the background
by estimating their parameters (mean, standard deviation and probability) from which the
optimum threshold can be obtained.
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This method was applied by Kittler and Illingworth [28] to calculate the threshold. In
their work, A(g) is used to represent the image histogram. Then the image is segmented
at a random threshold T resulting in two distributions. The two distributions (object and
background) are modeled to fit a normal distribution by estimating parameters u;(7) and
0;(T) and a priori probability P(T). The parameter values are given in Equations (14.8),
(14.9) and (14.10):

b
Pi(T) = _ h(g) (14.8)
g=a
b
wi(T) = [Z h(g)g] /P;(T) (14.9)
g=a
b
ol(T) = {Z g - Mf(T)}zh(g)g} /Pi(T) (14.10)
g=a
where a and b are calculated by Equations (14.11) and (14.12), respectively
1
T i=1
b:{n i—9 (14.12)

The optimum threshold is obtained by minimizing the function described in Equation
(14.13). This equation computes the probability of misfit by comparing the actual gray
level distribution with the assumed object and background populations:

J(T)=1+42[P(T)logo|(T)+ P(T)logoy(T)]
=2[Pi(T)log P((T) + P»(T)log P»(T)]

(14.13)

The threshold is calculated by finding a value for 7 such that the function described by
Equation (14.13) is minimized.

14.5.2 Multi-Objective Optimization

The threshold is often calculated by solving a SOO problem [18]. The segmentation per-
formed based on the methods mentioned above works well for many cases. However, each
method has its own limitations. The Otsu method fails in images where the two clusters
of pixels are of different sizes. This results in the objective function attaining multiple
maxima and thereby increases the chances of selecting a local optimum [29]. The draw-
back of minimum error thresholding occurs when the peaks in the histogram are very close
to each other. Such a situation results in errors during the estimation of parameters from
the truncated distribution [30]. The weakness of the individual methods can be improved
by applying a hybrid approach involving both the objectives to improve the segmentation
process. Hence, a multi-objective optimization problem can be solved to obtain an optimum
threshold [31, 32, 33].

Multi-objective optimization (MOO) is a method used for solving problems that have
more than one conflicting objective under certain constraints. It has applications in many
domains including product design, medical settings, and the automobile, oil, and gas
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industries [34]. It is performed where decisions are to be taken by a tradeoff between
the conflicting objectives. Upon solving the MOO problem, a set of solutions known as the
Pareto front is obtained. The user can choose an optimal point from the Pareto set using
a priori knowledge about the problem. A Pareto front is defined as a set of solutions that are
non-dominated to each other—no solution in the set can replace another solution in the set
to improve an objective without worsening another objective. For example, let us consider
a MOO problem with two conflicting objectives, f; and f, that are to be minimized. Upon
solving the problem, we can obtain a solution vector x = [xj, xp, X3,... X,]. A solution x;
is said to be dominating another solution x;, if the conditions f; (x;) <f1(x;) and f>(x;) <f>(x;)
hold true. A solution x; is said to be a Pareto solution, if there doesn’t exist any solution x;
such that it dominates x; within the solution space [35, 36].

There are several techniques in the literature to solve MOO problems. Techniques used for
obtaining Pareto-optimal solutions include the weighting method, the e-constraint method,
and non-dominated sorting genetic programming (NSGA-II). The first two approaches
transform the MOO problem into a SOO problem and solve the problem using SOO
problem solving methods [37]. NSGA-II is an evolutionary algorithm, inspired by the
natural evolution process [38]. In this method, a population of solutions is generated
stochastically and then this population is evolved through genetic operations into to a more
appropriate solution over several generations.

14.5.2.1  Converting a MOO Problem into a SOO Problem

In this work, the weighted-sum approach is applied to solve the MOO problem. The
weighted-sum method is the simplest method to solve a MOO. This method can be used
to solve a MOO when the solution is convex [37]. In this approach, the set of objectives is
scalarized into a single objective by multiplying each objective with the help of a certain
weight and aggregating the objectives together. The formulation of the weighted-sum
approach is given by:

k
minimize w; fi(x)
l; (14.14)

subject tox € S

The conditions for applying this method are that objectives are scaled to bring them to
the same magnitude and weights are assigned non-negative values ranging between O to 1,
that is, wi € [0,1].

Summation of all importance factors is equal to 1, that is

k
Zw,- =1.
i=1

For mixed optimization problems (min-max), we need to convert all the objectives into
a single type.

A Pareto front can be obtained by solving the SOO for different values of the weights.
The weights are also known as importance factors as they measure the importance of each
objective in the process. The problem is solved for many discrete values of weights between
[0, 1]. The solution obtained is considered Pareto optimal if the weights are positive. Based
on the user’s requirements, he or she can choose an optimum from the Pareto set. In our
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work, we have used simulated annealing to solve the SOO problem obtained by converting
the MOO problem.

14.5.2.2  Simulated Annealing

Simulated Annealing (SA) is a widely used search algorithm to detect global optima in
the feasible region [39]. The statistical method initially developed to model the metal
annealing process by Metropolis er al. [40] has been the inspiration for the simulated
annealing algorithm, which is now used to tackle discrete optimization problems [39].
Annealing is a well studied physical process used to reduce deformities in a metal. It is
typically done by heating the metal to melting temperatures to mobilize atoms, holding the
temperature for a while, and then cooling it back to obtain the necessary rigidity. Repeated
cycles of heating and cooling help atoms trapped in local energy minima to sample wider
spaces and achieve global low energy states. The algorithm developed by Metropolis et al.
calculates new energy values at each step and compares these to the current energy values.
If the new energy value is found to be lower, this new state is accepted. If the new energy
value is higher than the current value, the state is not rejected outright but is accepted
based on a probability that has an inverse relationship to the difference in energies. At any
temperature 7, the probability function is given by

P(SE) = exp —8—E (14.15)
kt

where k is the Boltzmann constant. This process of finding new states is iterated until
the system achieves the required low energy states or until certain conditions are met.
Kirkpatrick et al. [41] and Cerny [42] separately used this method to solve optimization
problems by studying the metal annealing process.

Local optimization algorithms like the hill-descent method depend on initial guess
values to arrive at the final local optima. Simulated annealing outperforms these methods
because the uphill moves in this algorithm are systematically generated based on energy
differences, whereas randomness is involved in the selection of uphill movements in the
other methods (15).

The algorithm used in simulated annealing is described below:

. Choose a starting state so. Compute the energy of the state f(so).

. Choose a temperature 7y > 0.

. Choose a cooling rate «.

. Choose a new state stochastically from the possible moves from sy. Compute the energy

of the new position, f{s).

5. Iffis) < fiso) let so = s. Otherwise simulate a random number x uniformly distributed in
the domain [0, 1]. Verify the condition if x < exp((f(so) — f(s))/?), let 5o = 5. Otherwise
do not perform any moves. Iterate steps 4 and 5 untill a maximum limit on the number
of iterations is reached.

6. Reduce the temperature at the given cooling rate « and repeat steps 4 to 6 until a steady

state is attained—s is approximated to be the optimum.

AW N =



Estimation of Crystal Size Distribution: Image Thresholding Based on MOO 409

14.5.3 Problem Formulation

The aim of the optimization process here is to find the optimum threshold value that can
be used to best segment the gray level image. Two objectives are considered here. The first
objective is to maximize the interclass variance and the second objective is to minimize the
error. This is a mixed optimization problem. Therefore, the objective to be maximized is
changed appropriately to be minimized — the problem required to be minimized is therefore
formulated as in Equation (14.16):

Ft)y=w;* + A —w)*J@) (14.16)

op(t)

where o g and J are computed from Equations (14.7) and (14.13) respectively.

Both the objectives are normalized to a similar magnitude in order to avoid biasing
the main function. The search space varies from 0 to 255 indicating the pixel values
in the image. Although this is a combinatorial optimization type of problem, exhaustive
enumeration cannot always be used to search the complete solution domain due to the large
computational effort required. Simulated annealing is therefore applied to determine the
global optimum. Due to the annealing process, this method can find the global (or near
global) optimum for problems that have numerous local optima. The optimization is carried
out by varying the weight w; from O to 1. Since the Pareto-optimal front for this problem
is convex, the weighted-sum method gives the Pareto frontier.

Once a Pareto front is obtained, an optimal solution can be selected based on a priori
knowledge. As we do not have any a priori knowledge to select an optimal solution,
post-Pareto optimality analysis is carried out using the L,-norm method to find an optimal
compromise solution [43]. This method uses the concept of a utopia point to find the
optimal solution as described in Figure 14.4. A utopia point is defined as the theoretically
best achievable point and is assumed to be the origin in most cases. In our approach, the
L,-norm method finds the solution that is geometrically nearest to the utopia point (assumed
to be the origin).

The segmentation quality is evaluated by calculating the error in pixel classification. The
error in pixel classification is found by calculating the sum of number of pixels wrongly
classified (background pixels classified as object pixels and object pixels classified as
background pixels) [44].

*»

O — Optimal compromise

Solution solution

space

POQ — Pareto set

Origin @- >

Figure 14.4 Optimal compromise solution based on the L,-norm method.
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After image segmentation, morphological image processing is applied to binary images.
Morphological operations are performed to change the structure of the objects based on
user requirements such as removing undesired objects like broken particles or noise, and
identifying the outlines of objects [25]. They are used for representation of image shapes.
There are two fundamental morphological image operations known as dilation and erosion.
The erosion operation removes the boundary particles and, hence, the skeleton of the object
is obtained. In the dilation operation, the object grows or thickens. The boundary of the
objects enlarges to allow edges to be continuous.

14.5.4 Results and Discussion

The MOO based segmentation explained above, along with morphological operations, were
tested on several images. Two examples are shown and the results are discussed. The pre-
processed images were segmented by three different methods (i) the Otsu method, (ii) the
minimum error method, and (iii) multi-objective optimization based segmentation method.
The results are compared. In the work presented in this chapter, Otsu and minimum error
methods were used without any modifications.

14.5.4.1 Example 1

In the first example, we consider an image with few crystals, considering that the process
is in the initial stages. The MOO problem is solved for different values of weight w;.

The Pareto front is obtained by plotting the minimum error versus the inverse of the
interclass variance on the logarithmic scale. From Figure 14.5, it can be observed that

+ Pareto set
* Optimal compromise solution

0.9

0.8 +* 1

0.7F '+ A

0.5+ 4

Objective 2

0.4F e

0.3 4

0.1F b

0 " " " " " b

100
Objective 1

Figure 14.5 Pareto plot.
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(b)

T

Figure 14.6 Example 1 (a) - Original image, (b), (c), (d)—Image after thresholding using the
Otsu method, minimum error method, and MOO based segmentation respectively.

there is a gap in the Pareto front, which shows that there is no non-dominated solution in
that region. The optimum threshold value is obtained by using the L,-norm method. This
threshold is used for the segmentation of the process image shown in Figure 14.6(a). The
images obtained after thresholding using the Otsu and minimum error methods are shown
in Figures 14.6(b) and 14.6(c), respectively.

The image obtained by thresholding using the optimal threshold calculated by the MOO
method is given in Figure 14.6(d). From Figure 14.6(b), it is clear that the Otsu method
segments the particles of darker intensity clearly, but, while dealing with lighter intensity
particles, it fails to differentiate between the background and the object. Similarly, from
Figure 14.6(c), it can be said that outlines of most particles are identified but the complete
shapes of the particles are not characterized properly. In Figure 14.6(d), it can be seen that
MOO based thresholding overcomes the limitations of the other methods and identifies
most particles completely. This comparison can be further verified by calculating the
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Table 14.1 Misclassification rate.

Image name Otsu method Minimum error method MOO based segmentation
Example 1 48.38 1.73 0.40
Example 2 37.15 5.58 1.34

misclassification rate of the segmentation method. The misclassification rates of the three
thresholding methods are shown in Table 14.1. From row 1 of Table 14.1, it is clear that
there is less misclassification with the MOO approach than with the Otsu or minimum error
method.

14.5.4.2  Example 2

In the second example, the number of particles in the image is increased. This is to simulate
the later stage of a crystallization run during which we expect to have more crystals in the
crystallizer.

The Pareto front (shown in Figure 14.7) is obtained similar to Example 1. Optimal
threshold obtained using the L,-norm method is used for the segmentation of the process
image shown in Figure 14.8(a). The images obtained after thresholding using the three
considered methods (Otsu, minimum error and the MOO based approach) are shown in
Figures 14.8(b), (c) and (d) respectively. As in example 1, it is clear that Otsu method based
thresholding fails to differentiate between the particle and the background while minimum
error based thresholding does not capture the particle contour as well as one might have
hoped. From Figure 14.8(d), it can be seen that MOO based thresholding performs better

+ Pareto set
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*
*, -
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0.8
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****
L *.* ot Y e
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Objective 1

Figure 14.7  Pareto plot.
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Figure 14.8 Example 2 (a) Original image, (b), (c), (d) Image after thresholding using Otsu
method, minimum error method, and MOO based segmentation, respectively.

than the other two methods. The performance is validated using the misclassification rates
as indicated in the last row of Table 14.1.

From the results shown in Table 14.1, it can be noticed that misclassification rate of
the Otsu method is much higher compared to the minimum error method and the MOO
based thresholding method. The misclassification rates confirm that minimum error method
performs better than the Otsu method, while MOO based thresholding outperforms both
the methods. From Table 14.1 we infer that, as expected, the misclassification rate increases
as the number of particles in the image increases.

14.6 Feature Extraction

The characteristic length of each segmented object has to be calculated. Hence, the feature
extraction step is used to extract features of the region of interest. The technique employed
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Figure 14.9 Minimum area enclosing rectangle.

to perform feature extraction is blob analysis [45]. In the binary images, the foreground is
denoted by 1 and the background is denoted by 0. The pixels that have same values and are
connected (touching particles) are referred to as blobs. Separate objects are referred to as
different blobs in the image. Using blob analysis, one can find numerous statistics such as
the number of blobs, position of the blobs, and the area of each blob.

In blob analysis, the minimum area rectangle algorithm is used such that the bounding
box encloses the polygon (shown in Figure 14.9). The features of this bounding box are
taken as the properties of the blob. The minimum area rectangle is found using the rotating
calipers method [46] as described in algorithmic form below.

1. Find four extreme points for the polygon.

2. Draw support lines parallel to both x and y axes passing through the extreme points
ensuring that the lines form a rectangle. These lines make a certain angle with different
sides of the polygon.

3. Rotate the support lines in a clockwise direction so that one of the lines coincides with
an edge of the polygon.

4. Compute the area of the newly formed enclosure and compare it with the stored area. If
the new area is less than the stored area, take the new area as the minimum.

5. Repeat steps 3—4 until the total rotation of the lines is greater than 90 degrees.

6. From this method, the minimum area rectangle is obtained.

14.6.1 Results and Discussion

With the help of blob analysis, the CSD was estimated from the process images. This
method was tested on numerous images and is illustrated using the image used as Example
2 above. The example image is given in Figure 14.10(a). The image after segmenting using
the MOO approach undergoes morphological processing and is given in Figure 14.10(b).
The image containing the extracted particles is given in Figure 14.10(c).

The accuracy of the proposed method was found by comparing the estimated CSD with
the true (known) particle characteristics (true CSD) used to generate the artificial images.
The estimation accuracy in an image is calculated by computing the sum of absolute error
between the actual length and the characteristic length of each particle estimated by the
algorithm. The estimation accuracy was tested on different sets of images by changing the
number of particles in the process images. The algorithm was tested for three different sets
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Figure 14.10 (a) Original image, (b) segmented image, and (c) final image.

of 100 images representing different size ranges. The results are compiled in Table 14.2.
The last three columns presented in Table 14.2 give the mean, maximum and minimum
estimation accuracy with respect to the number of particles that exist in each image (given
in first column). As the number of particles increased, it was noted that there is an increase
in the percentage of overlapping particles in the image. Hence, the percentage overlap was
calculated for each set of images as the ratio of number of particles that are overlapped

Table 14.2  Estimation accuracy.

Estimation accuracy

No. of particles Average percentage overlap Average Maximum Minimum
5-15 22.86 95.51 99.16 86.28
15-20 37.24 93.33 98.68 85.31

20-25 43.48 92.72 98.18 83.18
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in the image to the actual number of particles and is presented in the second column in
Table 14.2. The mean accuracy of the proposed MOO based algorithm was found to be
higher than 95% when 5-15 particles exist in an image. The mean accuracy dropped down
to around 92.7% when the number of particles in the image increased to 20-25 particles.
Hence, it can be seen that the particle-size characteristics are captured very well by this
method in each image. In this work, the overlapped particles have not been taken into
consideration for calculating the estimation accuracy.

In PVM, a set of images is captured by the camera at successive time points until
enough information exists to estimate the CSD, which is crucial for effective control of the
crystallization process. To study the consequence of the number of processed images on
the CSD estimation accuracy, a database of 500 particles was constructed and considered to
be suspended in the crystallization solution. From this library, a set of 50 images in which
0 to 25 particles exist were generated, stochastically imitating the images captured by a
camera during a crystallization process. By applying the algorithm developed in this work
on these images, a crystal size distribution was constructed. This crystal size distribution
was compared with the distribution of the actual library used to generate the images. This
is shown in Figure 14.11, which shows that the estimated frequency distribution (estimated
CSD) is very similar to the true CSD represented by the library data. The mean and the
variance of the library of particles was 100.52 (in pixels) and 377.85 (in pixels?) respectively
while that of the estimated CSD are 101.63 (in pixels) and 427.70 (in pixels?).

The proposed method was applied to the situation where the number of images captured to
100. The estimated CSD is plotted along with the true CSD in Figure 14.12 for comparison.

0.025 |-
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0.02 + —— Calculated
0.015
5
o
0.01F
0.005
0 Ll 1 1 L 1 1 1
40 60 80 100 120 140 160

Size range

Figure 14.11 Estimated crystal size distribution compared with model data (50 images).
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Figure 14.12  Estimated crystal size distribution compared with model data (100 images).

The mean and the variance of the new distribution are 101.46 and 377.66 respectively. From
Figures 14.11 and 14.12, it was noted that as we increase the number of images captured,
the coherence between the estimated CSD and the actual CSD improved further. It was also
observed that the variance of the estimated distribution is closer to the actual variance of the
distribution. This methodology can therefore be applied to images from the crystallization
process for estimating CSD in order to control the crystallization process better.

14.7 Future Work

The proposed MOO based method has an average estimation accuracy greater than 92%
when 20-25 particles exist in the image. However, this method does not estimate the size
of overlapping particles. If the size of the overlapped particles can be characterized, the
number of images required to obtain the CSD can therefore be reduced to bring down
operation costs.

Therefore, the overlaps have to be handled directly during the processing of individual
images. Overlapping particles need to be identified first. This can be done by using the
minimum area rectangle method. Firstly, the minimum area enclosing the rectangle is
calculated for the overlapping particle and compared with the actual area of the particle
occupying the image obtained from blob analysis. Based on a small error criterion between
the two areas, the blobs can be classified into overlaps and individual particles. After this
step, there are two possible plans for separating the particles.
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One method is to classify the overlapped particles into individual particles. A possible
method to classify each pixel in this overlapped region is by assigning the pixel a label
based on a set of rules. Second method is using model based segmentation, where models
of particles can be fitted to separate touching and overlapping particles.

14.8 Conclusions

The estimation of CSD via image analysis is important for effective control of crystallization
processes. The accuracy of the image analysis results largely depends on the image analysis
methodologies chosen for the various image processing steps. Image segmentation is vital in
the overall image analysis procedure. Image thresholding by traditional methods fails if the
image is noisy, even after image preprocessing. However, the limitations of the traditional
method can be overcome using the MOO based thresholding approach, as this chapter has
shown. The CSD can be estimated using feature extraction techniques like blob analysis,
and the minimum area enclosing rectangle. The results show that the proposed algorithm has
high estimation accuracy owing to its MOO based thresholding approach. This technique,
therefore, offers an opportunity for automated control of crystallization processes leading
to improved product quality. Image analysis techniques can also be extended in the case of
other particulate process involved in the pharmaceutical industry.

Abbreviation

CSD crystal size distribution.

FBRM focus beam reflectance measurement.
MOO  multi-objective optimization.

NSGA non-dominated sorting genetic algorithm.
PVM  particle vision and measurement.

SA simulated annealing.

SO0 single objective optimization.

Nomenclature

A gray level range of the first Gaussian curve.

B gray level range of the second Gaussian curve.
f focal length of the camera.

fi(x) i objective function.

f) estimated crystal size distribution.

f(s) energy of the current state.

f(so) energy of initial state.

h(g) normalized distribution of the image histogram where g denotes the gray level.
i gray level.

j number of objectives.

k Boltzmann’s constant.
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l characteristic length of each particle in the given volume.

n number of particles captured in the image.

n; number of pixels at each gray level.

Di normalized probability distribution of the image histogram.
s current state.

S0 initial state.

t temperature of the current state in simulated annealing algorithm.
w; weight parameter.

X solution vector.

Xi, Vi coordinates on the image plane.

F(1) total objective function.

GL gray level values of each pixel in an image.

J(T) second objective function.

L number of gray levels in the image.

N total number of pixels.

Pi(T)  probability of the /" Gaussian curve.

A% volume of the process model to be captured by the camera.

S search space.

T optimal threshold.

X, Y, Z physical coordinates.

o cooling rate.

SE change in energy.

wi(T)  mean of the i Gaussian curve.

uik) first-order cumulative moments of the histogram up to k”* gray level.
uwr total mean gray level of the image.

o?p(k) inter-class variance (between class variance)—first objective function.
o?y(T) variance of the i Gaussian curve.

(k) Zeroth-order cumulative moments of the histogram up to k” gray level.
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