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V

PREFACE

I suspect that everyone who reads these words considers himself or her-
self to be rational. But all of us probably can think of people whom we 
consider to be irrational, or at least to behave irrationally on occasion. 
These surmises imply the existence of some concept of rationality in 
terms of which such judgments are made, but that does not mean that 
we would fi nd it easy to articulate that concept precisely, if asked. 

What does it mean to be rational—to reason well and effectively? 
How does rationality, broadly conceived, relate to the knowledge one 
acquires, the beliefs one forms, the explanations one constructs or appro-
priates, the judgments and decisions one makes, the values one adopts? 
If you fi nd the question of what it means to be rational diffi cult to answer 
precisely, you are in good company. Philosophers, among others, have 
debated it for many centuries.

A closely related question is: What is the character of human rea-
soning, and, in particular, does it tend to be rational? The second ques-
tion presupposes an answer to the fi rst. If we cannot say what rationality 
is, or what we intend to mean when we use the word, we cannot hope 
to determine whether any particular instance of reasoning or behavior 
is rational or not. 

Much has been written about human rationality—or lack thereof. 
In recent years, some psychologists have focused attention on numerous 
ways in which people appear not to be rational, at least if being rational 
is taken to mean thinking or behaving in accordance with some norma-
tive standard. Others have argued that if human reasoning is as fl awed 
as this work suggests, it is a wonder that we, as a species, are still around 
to notice the fact. 

In this book, I discuss much of the experimental research on rea-
soning as it relates to the question of human rationality, in the context 
of a variety of conceptions of rationality, not limited to conformity of 
thought and behavior to the dictates of one or another normative system. 
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V I  Preface

Ideas from beyond psychological research are included when deemed 
appropriate. The discussion focuses on specifi c topics that seem to me 
to represent essential aspects of any adequately inclusive concept of 
rationality: intelligence and knowledge; beliefs; goals, values and affect; 
explanations; judgment and choice; understanding and wisdom. 

The target reader is anyone interested in the question of what it 
means to be rational and in refl ecting on the various claims that have 
been made regarding the extent to which people meet, or fail to meet, the 
standards that one or another view of rationality entails. This includes, 
fi rst and foremost, investigators and students of human reasoning, but 
my intent was, and sincere hope is, that the presentation be readily acces-
sible to the interested layperson who is not an expert on human cogni-
tion. It is not intended to be a textbook, but I hope it will prove to be a 
suitable supplementary text, or resource book, for courses in reasoning, 
decision making, problem solving, and related aspects of cognition. 

I am grateful to the National Science Foundation for project sup-
port during part of the time this book was in process. Of course, none 
of the views expressed in the book represent offi cial positions of the 
Foundation. 

I want to express my thanks also to Tufts University for providing 
me a congenial working environment since retiring from Bolt Beranek 
and Newman Inc. (BBN Technologies) several years ago, and to col-
leagues in the psychology department—especially Susan Butler, Michael 
Carlin, Richard Chechile, and Robert Cook—for many stimulating con-
versations on a wide range of topics, including several that are touched 
on in this book. I recall with pleasure also many spirited talks with Sal-
vatore Soraci, and feel a great sense of loss from his untimely death.

Tufts connects with this book in several ways, a fact that dawned 
on me only as I began to write this preface. My interest in the ques-
tion of what it means to be rational goes as far back as I can remember, 
but it was intensifi ed by participation in several research projects during 
twenty-fi ve years at BBN. One that stands out in my memory as being 
especially pertinent was a review of theoretical and empirical studies 
of decision making and their implications for the training of decision 
makers, done in collaboration with BBN colleague and one-time fellow 
Tufts graduate student Carl Feehrer, for the Naval Training Equipment 
Center. This review and our struggles to organize the sizeable literature 
impressed me with the variety of views that existed regarding what con-
stituted rational choice behavior. I mention this project to acknowledge 
my debt to Carl for stoking my interest in the subject in the course of our 
discussions and collaborative effort. 

Other Tufts connections include numerous talks on matters ger-
mane to this book with son Nathan, a Tufts graduate whose refl ectiveness 
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Preface V I I

is a continuing source of parental pride and a prod to my own thinking, 
and granddaughter Amara Nickerson, also a Tufts graduate, who again 
(she has done this before) organized references for me (pulling out those 
cited in the text from a master list of several thousand entries) and other-
wise helped to get the fi nal manuscript in shape. And then there is Doris, 
wife, mother, and grandmother of Tufts graduates, whose constant love, 
patience, and support make everything else worthwhile. 

My thinking about the various subtopics of this book has been 
infl uenced by numerous colleagues outside of Tufts with whom I have 
had the good fortune to collaborate over the years. It would be folly to 
try to mention them all, but a few who have made an especially deep 
impression by their commitment to science and their standards of schol-
arship include Ruma Falk, Thomas Landauer, Neville Moray, Richard 
Pew, Kenneth Stevens, and John Swets.

It is a great pleasure for me to dedicate this book to Philip Samp-
son, long-time chairman of the Psychology Department at Tufts and 
holder of the Moses Hunt Chair until his retirement in 1992. Phil’s out-
standing qualities as a mentor and advisor have been recognized for-
mally by his receipt of the Seymour O. Simches Award for Distinguished 
Teaching and Advising from Tufts and the Paul M. Fitts Award from 
the Human Factors and Ergonomics Society, but they can only be fully 
appreciated by the fortunate students he advised, of whom I was one. I 
am immensely grateful for his support of my unorthodox combining of a 
stretched-out PhD program with a full-time job, and his ready accessibil-
ity and encouragement. 

The range of Phil’s academic interests is seen in the fact that he 
taught both engineering psychology and cognition. His appreciation of 
the importance of issues relating to both “knobs-and-dials” design and 
matters of cognition perhaps came as much from his hands-on experi-
ences as a WWII bomber pilot and later avid recreational sailor (reliable 
rumor has it that his favorite weather condition for sailing is just-below-
hurricane wind) as from academically acquired knowledge. From what I 
have gleaned from his colleagues and other graduate students, affection 
and admiration for him are universal among those who know him. With 
apologies for its shortcomings, I offer this book as a token of appreciation 
for Phil, an inspiring mentor and friend. 

Raymond S. Nickerson

RT94878_C000b.indd   viiRT94878_C000b.indd   vii 10/24/2007   10:03:33 AM10/24/2007   10:03:33 AM



RT94878_C000b.indd   viiiRT94878_C000b.indd   viii 10/24/2007   10:03:33 AM10/24/2007   10:03:33 AM



1

1
CHAPTER

   What Is Rationality?

Rationality . . . . is a crucial component of the self-image of the human 
species, not simply a tool for gaining knowledge or improving our lives 
and society. Understanding our rationality brings deeper insight into our 
nature and into whatever special status we possess. (Nozick, 1993, p. xii)

What is rationality? Is it best thought of as a property of individuals? 
Can it also be a property of groups? Of nations? Of a species? Is ratio-
nality a mark of humanity? Does our ability to reason set us apart from 
other species, as Aristotle claimed? If we are rational, why do we fi nd 
ourselves so frequently in great diffi culties that seem to be largely our 
own doing? 

What is the relationship between rationality and intelligence, or 
knowledge? How does—how should—rationality constrain beliefs? 
How does rationality relate to goals, values and affect? To attitudes and 
motivation? To understanding and wisdom? What constitutes a rational 
explanation? A rational judgment or decision? 

This book is motivated by these and similar questions. For the most 
part, the specifi c questions are all subsumed, however, under two generic 
ones: one normative and one empirical. The fi rst is “What constitutes 
rationality?” The second is “What is the character of human reasoning, 
and, in particular, is it rational?”

The normative question has to do with reasoning standards. I 
assume that most of us view rationality as a worthy goal for human beings 
and aspire to reason well ourselves. We criticize patterns of thought or 
behavior that appear to us to be irrational and do not give them the 
respect that we give to patterns that appear to have the force of sound 
reason behind them. But what are the criteria by which what is rational 
can be distinguished from what is not? And from where did they come? 
What gives them their authority? Can we hope to fi nd an answer to the 
question of what constitutes rationality that is more than an expression 
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2 Aspects of Rationality

of a specifi c opinion on the matter? Can we expect to be able to do more 
than learn what it means to be rational from a particular point of view? 

“Rationality” may be used to convey different ideas by different 
people and by the same people in different contexts. It is safe to assume, 
too, that some people who use the word would be able to give only a 
vague explanation of what they mean by it. Inasmuch as words do not 
have intrinsic meanings, the best we can aspire to is to discover the vari-
ous connotations that have been given to the word, perhaps to see if 
usage refl ects a high degree of consensus regarding what it should be 
taken to mean. When, in this book, I speak of the meaning of rationality, 
I shall have in mind the question of what ideas the term has been used to 
convey, and that of what people who have thought much about it might 
or might not agree it should be taken to mean.

The question of how people reason is an empirical one. In attempt-
ing to address it, I shall look, among other places, to the results of psy-
chological experimentation. Human reasoning was a major focus of 
attention in the early days of experimental psychology and, while the 
subject suffered some neglect in the heyday of behaviorism, it is once 
again the subject of experimental investigation and has been for several 
decades. Much has been learned from this research, but with increased 
knowledge has come a greater appreciation of the complexity of the 
subject and a keener awareness of how incompletely we understand it 
still.

The normative question of what it means to be rational and the 
empirical one of how people reason are not independent, and they have 
been closely coupled in both philosophical and psychological work. A 
common motivation for normative studies has been to improve human 
reasoning by prescribing how it should be done. Empirical investigations 
of reasoning have often resulted, whether by intention or not, in dis-
covering ways in which human reasoning appears to fail to measure up 
to specifi c norms. The fi ndings from these studies raise questions both 
about the characteristics of human reasoning and about what should be 
considered normative. 

I do not expect to be able to answer defi nitively either the norma-
tive or the empirical question in this book. What I wish to do is to discuss 
them in a useful way, to consider what various writers have said about 
them, and to see what light the results of empirical research can shed on 
them. I will venture opinions and tentative conclusions, and will present 
my own perspective, which I believe to be consistent with such relevant 
scientifi c evidence as there is, but not forced by it. My hope is that readers 
will fi nd what follows helpful in their own thinking about what consti-
tutes rationality and what it might mean to lead an acceptably rational 
life.
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What Is Rationality? 3

Is it Rational to...?

In our daily lives we all have a defi nite idea of what it means to be rational, 
and, no doubt, we would insist quite strenuously that we have the ability 
to think and act rationally. However, when we come to the philosopher’s 
task of pinpointing precisely what makes the thought or action rational—
or of discerning general principles upon which rationality operates—the 
situation gets a bit more diffi cult. (Levinson, 1988, p. 17) 

The question of what constitutes rationality is a disarmingly simple one, 
but the answer is not simple at all. Like many other concepts that we 
use more or less effectively in our own thinking and for purposes of 
communication, we assume we understand what it means until we have 
occasion to be explicit about it. One way to begin thinking about what 
constitutes rationality is to consider some specifi c types of behavior or 
patterns of thought. Is it rational, for example, to work against one’s own 
self-interest? To believe uncritically what others say? To fail to discount 
sunk costs? To play long odds? To discount the future sharply? To behave 
by rule? These types of questions will motivate much of the discussion 
in this book. Here I want to linger on them long enough to note that the 
answers to few, if any, of them are likely to be an unqualifi ed yes or no. 

Is it rational to work against one’s self-interest?

Is it rational to engage willingly in behavior one knows is likely to do one 
harm? Why, if they are rational, do people do things that are known to 
be detrimental to their health—smoke, overeat, bake their skin in the 
sun, toy with addictive drugs? Why do they take unnecessary risks? Is it 
possible, as Aristotle believed it to be, for one knowingly to act contrary 
to what one considers best? Or is it the case, as Plato argued, that all such 
behavior must be attributed to ignorance, because no one deliberately 
acts contrary to one’s own judgment of what is best? 

Sometimes people are unaware of potentially harmful effects of 
specifi c behaviors in which they engage. It is clear, however, that aware-
ness of the harmful effects of a particular type of behavior does not 
guarantee abstinence from it (Schacter, 1982; Stewart & Brook, 1983). 
There is also the possibility that people generally underestimate risks to 
themselves individually; they may assume that they are less at risk than 
other people. One might be less inclined to consider smoking to be an 
instance of irrational behavior when done by individuals who believe 

□
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4 Aspects of Rationality

that  smoking does not increase the risk of cancer than when done by 
people who acknowledge the increased risk, but what is one to say about 
the rationality of the belief itself?

Is it rational to build homes in fl ood plains, on earthquake faults, or 
on the sides of mountains subject to mud slides? Is it rational to choose to 
remain in an area that people have been warned to evacuate because of a 
predicted hurricane, typhoon, volcanic eruption, or other natural disas-
ter? Many people refused to leave the vicinity of Mt. Saint Helens when 
warned to do so before its May 1980 eruption (Saarinen, 1980). Can such 
behavior be considered rational on the part of people who believed the 
prediction of the coming eruption? What about the people who did not 
believe the prediction? Was it rational for them to disbelieve it?

People seem to be willing to trade the risk of future problems for the 
certainty of present pleasures. Such trading can be seen as reasonable in 
terms of the economics of hedonism if the value of assured present plea-
sures exceeds the cost of possible consequential future problems weighted 
by their believed probability of occurrence. But people may misjudge 
either the magnitude of risks or the probability of their realization. Of 
particular interest is the possibility that people may tend systematically 
to overestimate the probability of desired events and underestimate that 
of events they would like to avoid. If there is such a tendency, should this 
be considered a manifestation of irrationality?

Why do we fail to do things we believe would be benefi cial to us 
(e.g., get periodic medical examinations, get regular exercise, save money, 
voluntarily use automobile seat belts)? Here again, the question of great-
est interest is why people who genuinely believe that certain actions or 
behaviors would be good for them fail to do them. And, again, one can 
construct a plausible answer similar to the one proposed above as to why 
people do things they consider to be bad for them. They may be willing 
to accept the risk of a future problem in exchange for avoiding a pres-
ent inconvenience; but suppose they tend to underestimate the possible 
seriousness of the future problem or the probability that it will develop. 
How rational then should we consider their willingness to make such 
trades to be?

The phenomenon of working against one’s self-interest can be seen 
not only in the behavior of individuals, but in that of corporate and polit-
ical entities as well. Why do governments so frequently and indepen-
dently of place or period pursue policies that are contrary to their own 
interests? In Tuchman’s (1984) words, “Why do holders of high offi ce so 
often act contrary to the way reason points and enlightened self inter-
est suggests. . . . Why. . . . did the Trojan rulers drag that suspicious look-
ing wooden horse inside their walls despite every reason to suspect the 
Greek trick? Why did successive ministries of George III insist on coerc-
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What Is Rationality? 5

ing rather than conciliating the American Colonies, though repeatedly 
advised by many counselors that the harm done must be greater than 
any possible gain? Why did Charles XII and Napoleon and successively 
Hitler invade Russia despite the disasters incurred by each predeces-
sor . . . . ” (p. 4). 

Tuchman’s illustrations of governmental folly at various times in 
history provide food for thought for anyone who would like to understand 
human reasoning and especially its operation in the complex arena of 
governmental policy and decision making. For her purposes, Tuchman 
defi nes folly as a policy that was perceived as counterproductive in its own 
time and not merely by hindsight, that was the policy of a group rather 
than of just an individual ruler and that was adopted even though a peace-
ful alternative course of action was available. The general question of why 
people—as individuals, groups, or nations—sometimes behave in ways 
that are clearly not in their own best interests remains to be explained 
and its implications for our notions of human rationality understood.

Is it rational to believe uncritically what others say?

There have long been people who are gullible to the point of being easy 
prey to others who are able and willing to turn this trait to personal 
gain. Mackay (1841/1932) describes the crazes that affl icted France 
and England during the early part of the 18th century for stock-buy-
ing schemes into which people put life savings in the hope of becoming 
wealthy very rapidly. My favorite scheme, which Mackay characterizes 
as “the most absurd and preposterous of all,” and which showed most 
completely the utter madness of the people, was entitled “a company 
for carrying on an undertaking of great advantage, but nobody to know 
what it is” (p. 55). 

“The man of genius who essayed this bold and successful inroad 
upon public credulity, merely stated in his prospectus that the required 
capital was half a million, in 5,000 shares of 100 pounds each, deposit 2 
pounds per share. Each subscriber, paying his deposit, would be entitled 
to 100 pounds per annum per share. How this immense profi t was to be 
obtained, he did not condescend to inform them at that time, but prom-
ised that in a month full particulars should be duly announced, and a call 
made for the remaining 98 pounds of the subscription” (p. 55). MacKay 
reports that this man opened an offi ce in Cornhill for a few hours on a 
single day, just long enough to relieve the fi rst 500 people who beset his 
door of 2,000 pounds, whereupon he departed for the Continent, never 
to be heard from again. 
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6 Aspects of Rationality

Despite the fact that such fraudulent ventures were condemned by 
the government and ridiculed by the press, many people were taken in 
by them. Alas, in this respect, the situation seems little different today. 
As of the late 1980s and early 1990s Americans were being relieved of 
an estimated $10 billion to $15 billion annually by scams communicated 
by telephone (Harris, 1989; Lombino, 1993). Scammer utilization of the 
Internet can only have increased the annual losses between then and 
now. Solicitations from total strangers to invest savings in real estate 
ventures, mining operations, oil exploration, art, new franchises, com-
munication frequency bands, rare coins, windfall money transfers, and 
countless other schemes for turning a quick and large profi t fi nd a suf-
fi ciently receptive general public to ensure a fl ourishing industry. 

The willingness to accept without question what other people say, 
seems clearly irrational; but we cannot question everything that every-
one tells us. Both of these extremes seem objectionable on practical, if 
on no other, grounds. When does it make sense to be skeptical and when 
not? What distinguishes between reasonable trust that what someone 
is telling us is true and unreasonable gullibility? Like many questions 
regarding the nature of rationality, this one suggests the need to recog-
nize that some criteria of rationality must be seen as matters of degree. 
What should determine precisely how accepting or how skeptical one 
should be in specifi c instances is one of the many challenges of under-
standing what rationality means. 

Is it rational to fail to discount sunk costs?

“Imagine that you have decided to see a play and pay the admission 
price of $10.00 per ticket. As you enter the theater, you discover that you 
have lost the ticket. The seat was not marked, and the ticket cannot be 
recovered. Would you pay $10.00 for another ticket?” Fifty-four percent 
of 200 people who were asked this question by Kahneman and Tversky 
(1984) said no. Another group of 183 was given the following problem: 
“Imagine that you have decided to see a play where admission is $10.00 
per ticket. As you enter the theater, you discover that you have lost a 
$10.00 bill. Would you still pay $10.00 for the ticket for the play?” In 
this case 88% said yes, and only 12% said no. It appears that people are 
less willing to spend $10.00 to see a play after having lost a ticket to the 
play worth that amount than after having lost the same amount of cash. 
Since the incremental out-of-pocket cost of seeing the play is the same 
in both cases, should the reluctance to spend the money in the one case 
coupled with the willingness to do so in the other be seen as evidence of 
irrationality? 
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What Is Rationality? 7

Kahneman and Tversky (1984) attribute this behavior to topical 
accounting whereby the individual “relates the consequences of possible 
choices to a reference level that is determined by the context in which the 
decision arises” (p. 347). The expenditure of an extra $10.00 to replace 
the lost ticket is accounted as spending $20.00 to see the play, whereas 
the loss of $10.00 of cash is not so directly associated with theater going 
and not posted to that account. So purchasing the ticket in this case is not 
seen as paying double to get into the theater. Suppose this explanation 
of people’s behavior in this choice situation is essentially correct; should 
the behavior be considered rational?

Consider a person who develops tennis elbow soon after joining a 
tennis club, and continues to play in agony because not to do so would 
be to waste the cost of membership (Thaler, 1980). How should we think 
of this behavior? One explanation is that payments are more acceptable to 
people than are deadlosses of the same amounts (Kahneman & Tversky, 
1984). By continuing to play, one is able to perceive the cost of mem-
bership as a payment, whereas if one stops playing it would have to be 
viewed as a loss. But is this distinction a reasonable one; and does it per-
mit us to view the person’s decision to incur the additional cost of pain 
in order to feel better about the membership expenditure to be a rational 
one?

Problems of this sort are often discussed under the subject of sunk 
costs. The prevailing opinion among decision theorists and economists is 
that decisions about present or future behavior should ignore such costs 
(Arkes & Blumer, 1985; Dawes, 1988; Staw, 1976). Sunk costs are gone, 
irretrievably and, according to the prevailing view, they are irrelevant to 
decisions about present or future behavior; such decisions should take 
into account only those costs that have not yet been incurred and over 
which one still has some control. 

The kind of predicament one can fi nd oneself in if one fails to fol-
low this principle is illustrated by the “dollar auction.” In this game, 
a dollar bill is auctioned to the highest bidder and, unlike the case of 
conventional auctions, both the highest and the second-highest bidders 
must pay the amounts of their last bids (Shubik, 1971). When the bidding 
starts, say at a few cents, it looks like a good deal to everyone involved, 
but as the bid price gets closer to $1.00, the situation becomes less attrac-
tive to those still bidding. Anyone who drops out risks being the second-
highest bidder and losing the amount of his last bid with nothing to show 
for it. For this reason, the bidding often continues even after the bid 
exceeds $1.00, and sometimes considerably beyond, so both the highest 
and second-highest bidder are assured of losing money. 

The reasoning that might keep one bidding even when the bid is 
above $1.00 is easy to imagine. Suppose my last bid was $1.15, someone 
else topped my bid with $1.16, and no one else is bidding. My choice is 
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8 Aspects of Rationality

to quit, pay my $1.15 and go away and refl ect on the injustice of it all, or 
to increase the bid to $1.17, hoping this bid will take the dollar, thereby 
leaving me with a loss of 17 cents instead of $1.15 and making me a 
winner—of sorts. This is a particularly interesting example of how an 
unwillingness to cut one’s losses—to discount sunk costs—can motivate 
behavior that ends up increasing those costs without increasing the value 
of what is realized for the expenditure. It illustrates what is sometimes 
described as “throwing good money after bad” (Garland, 1990).

Many situations involving sunk costs are considerably more com-
plicated than this one. Decisions regarding what to do about them 
sometimes involve considerations of commitment, principled behavior, 
self-image, or other factors in addition to monetary worth. Such consid-
erations have been the bases of arguments against the idea that rational-
ity demands that sunk costs always be ignored (Nozick, 1993). On the 
other hand, one might argue that such considerations really have to do 
with anticipated future effects of present behavior—if I do not continue 
to support this lost cause, I will be reneging on a commitment and will 
suffer pangs of conscience for having done so—and anticipated future 
effects are not part of the sunk costs, so one can take them into account 
without violating the principle of discounting sunk costs. The situation 
can become murky rather quickly. 

Is it rational to play long odds?

Is it rational to buy a ticket in a lottery when one knows the odds are 
overwhelmingly against the possibility of acquiring the winning one? 
Consider, for example, a lottery in which one’s chance of winning is one 
in a million. Although it would be strange for the holder of a ticket in 
such a lottery to claim to know that that ticket was not the winning one, 
we are not surprised to hear people claim to know other things for which 
the degree of certitude is considerably less (Harman, 1986).

In some cases in which people play long odds, they may believe 
the probability of their winning to be much higher than it really is. It 
does not follow from one’s ability to verbalize the fact that one’s chances 
of winning a particular lottery are one in a million, that one under-
stands what that means. One’s psychological assessment of the odds may 
be more favorable than it should be. One reads frequently about lottery 
winners in the newspaper, seldom about losers. If for every article about 
a winner, there appeared also an article of equal length on every pur-
chaser of a non-winning ticket in the same lottery, readers’ psychologi-
cal understanding of the odds of winning might be brought closer to 
reality.
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But this issue aside—assuming a ticket buyer who does understand 
probabilities and who appreciates the fact that a one-in-a-million chance 
of winning is tantamount to near-certain failure—can the purchase of 
a long-shot ticket be seen as rational behavior? Or, to turn the question 
around, must such behavior be considered irrational? More generally, 
is it rational to gamble when one knows that the odds of winning are 
strongly against one, as many people who gamble apparently do (Wage-
naar, Keren, & Pleit-Kuiper (1984)?

Suppose Jack believes in astrology and has learned from his horo-
scope that he can expect great good luck today; even if we consider the 
belief to be irrational, should we consider the purchase today of a lottery 
ticket by this person, who happens to hold this belief, to be rational, at 
least in a narrow sense, because it is consistent with his belief? Can there 
be rational reasons for a person who recognizes the probability of win-
ning to be vanishingly small, to buy a ticket? What about people who 
happily buy tickets, fully expecting to lose, because they want to help 
a cause that the lottery’s proceeds are used to support? Or suppose the 
sense of participation in the game, whatever the odds against winning, 
is more valued by the ticket purchaser than the price of the ticket. Would 
the purchase of a ticket by a person with this perspective be more ratio-
nal than the purchase by one who bought it for no reason other than the 
hope of winning? 

Although not exactly an analog of participating in a lottery, voting 
raises questions similar to those relating to the playing of long odds. Is it 
rational to vote in an election in which one can be as certain as one can 
be of not winning the lottery that the outcome of the election will be 
independent of whether one casts a ballot. Viewed from a narrow view, 
the cost of voting—time and effort spent educating oneself to the issues 
and doing whatever is necessary to vote responsibly—seem incommen-
surate with the benefi t that is derived, at least if the latter is measured 
strictly in terms of probable effect on outcome. But who wants to make 
the argument that casting one’s vote in a democratic election is an irra-
tional act?

Is it rational to discount the future sharply?

Environmentalists often contend that the wasting of natural resources 
and spoilation of the environment are the direct consequences of a per-
vasive failure to give appropriate weight, in economic decision making, 
to costs and benefi ts that will accrue to future generations as a result of 
current actions. “Every economist and businessman is familiar with the 
distinction [between income and capital], and applies it conscientiously 
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and with considerable subtlety to all economic affairs—except where it 
really matters: namely, the irreplaceable capital which man has not made, 
but simply found, and without which he can do nothing” (Schumacher, 
1973, p. 14). This natural capital, Schumacher claims, is being used up by 
modern society at an alarming rate, but the cost of its depletion typically 
does not register in the calculations that guide economic decisions. Cal-
culations of the costs of production include the costs of making natural 
resources available to the production process, but do not, in most cases, 
refl ect those that can be expected as a consequence of future shortages. 

Little interest is shown in the possibility of incurring present-day 
costs in order to ensure benefi ts to future generations. And polluting 
effects of current behavior are not perceived as unacceptable costs pro-
vided their impact is unlikely to be felt for many years. More generally, in 
considering costs and benefi ts that are relevant to today’s choices, deci-
sion makers focus almost exclusively on short-term effects. They tend to 
consider only those costs and benefi ts that are to be borne or realized 
directly by the individuals (companies, industries, countries) currently 
involved. 

Underlying many policies of corporations and governments alike 
is the assumption that unlimited economic growth is both possible and 
desirable. Corporate chief executive offi cers who announce to their 
boards of directors or stockholders that they intend to decrease the sizes 
of their corporations—except as a fat-trimming measure for the pur-
pose of spurring further growth—had better be ready for retirement. 
The single statistic that is used above all others as a measure of the eco-
nomic health of a country—even though economists are not of one mind 
regarding what it means—is gross national product (GNP) and, more 
especially, its change from year to year. If, in any given year, this number 
does not increase—and by at least as great an amount as it did the pre-
ceding year—the economy is considered to be in diffi culty. Action must 
be taken to stimulate it—to get it moving faster. The idea that unlimited 
growth is desirable or even possible has been challenged (Beckerman, 
1992; Cohen, 1995; Schumacher, 1973), but it persists nonetheless.

Is behavior that sharply discounts the future rational? Does ratio-
nality demand—does what we want to mean by rationality demand—an 
interest in and responsibility for the wellbeing of people other than our-
selves and for that of generations other than our own?

Is it rational to behave by rule?

Much of human behavior is governed by complex rules that few people 
can articulate but that most of us understand in the sense that we govern 
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our own behavior in accordance with them and we consider behavior 
that violates them to be unacceptable or somehow odd. One tends not 
to walk long in step on the sidewalk with a person with whom one is 
not acquainted. When two people happen to end up beside each other, 
for example, when they come together at converging crosswalks, if they 
are walking at the same pace, one or both will change pace enough to 
preclude the possibility of them walking beside each other for long. They 
may walk at the same pace, once they have established some distance 
between them, but they will do so with one person walking behind the 
other rather than walking two abreast. 

We have rules for carrying on conversations, for distributing our-
selves in elevators, for acknowledging the presence of others in a room, 
for occupying seats in a bus or train. One normally would not be expected 
to sit in the same seat as the only other passenger—a stranger—on a bus, 
for example, but if the bus were crowded and that seat was among the 
few that were only partially occupied, sitting in it would be perfectly 
acceptable. We know that it is against the rules to stare at strangers, to 
fail to return a greeting from an acquaintance, to change the topic of a 
conversation abruptly without warning or apology, and so on. The ori-
gins of such rules have been the basis of much speculation (Flew, 1967; 
Goffman, 1963; Wilson, 1978). 

Sometimes the rules can be complex and we may be at a loss to 
make them explicit even when we think about them. I jog, and often 
come upon an individual or group of people waiting at a bus stop on 
my route. Sometimes I speak, wave, or nod—sometimes I do not. Upon 
refl ection, whether I do seems to depend on a number of factors—do I 
know the person(s), is there only one person or a group, if the latter, are 
they are engaged in conversation, are they looking in my direction, how 
close do I come to them, and so forth. I am not able to state precisely 
the rule that takes these and probably other factors into account, but I 
am keenly aware that sometimes it seems appropriate to speak (wave, 
nod) whereas sometimes it does not; sometimes it would seem rude not 
to speak, sometimes it would seem intrusive to do so; sometimes speak-
ing seems to be optional. Although I cannot articulate the rule, I have a 
strong sense that what constitutes appropriate behavior in this example 
is dictated by situational factors, some of which are quite subtle. 

We live by such rules, typically unstated, and often unrecognized 
as rules. Some of these rules have been codifi ed in books of etiquette; 
most have not. When we do try to articulate them and understand them, 
some appear to be functional and others arbitrary. In either case, guid-
ing one’s behavior by them has the effect, especially if they are simple, of 
limiting the need for deep thinking about situations and consequences. 
Sometimes this may be all right; on other occasions it can result in seri-
ous diffi culties. Principled behavior is predictable behavior; it also can 
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be rigid, infl exible behavior. Whether we fi nd principled behavior admi-
rable or offensive depends in part on the principles involved, but also in 
part on whether they are appropriated and applied in a thoughtful or an 
unthinking way. Is it rational to permit one’s behavior to be governed 
by rules one does not understand or by rules that, to the extent that one 
does understand them, appear to have little or no logical or functional 
basis?

Or is it rational to . . . . ?

Questions regarding what is or is not rational are easily multiplied. 

Is it rational to take pride in things over which one has absolutely 
no control and for which one cannot justifi ably take any credit? For 
example, is it rational for one to be proud of one’s genetic endowment, 
whatever that may be? Of one’s ethnicity? Of the fact that one was 
born in a particular country? 

Is it rational to wish to be ignorant in specifi c ways—to wish not to 
know what can be known? To wish, for example, not to know facts 
about a loved one that would make him less lovable? For a person who 
is at risk for Huntington’s disease to wish not to know whether she has 
the gene that will determine whether she will certainly develop it? 

Is it rational to hold beliefs that are mutually inconsistent? What does 
rationality demand with respect to inconsistencies found among one’s 
beliefs? Is it rational to hold beliefs that one has made no effort to 
justify? 

Is it rational to judge the quality of decisions by the desirability of their 
consequences? Decision makers in most walks of life are rewarded or 
punished in accordance with the success or failure that followed their 
decisions, irrespective of the bases on which the decisions were made. 
Is this rational behavior on the part of the individual, organization, 
or nation that determines the rewards or punishments that decision 
makers get? 

Does rationality imply some responsibility for giving thought to 
what one thinks about? Does it involve a principle of clutter avoidance, 
according to which one should not clutter one’s mind with trivialities 
(Harman, 1986)? 

•

•

•

•

•
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Is there one rationality or many? How does one balance the “good” 
of ethics with the “good” of economics when they come in confl ict 
(Morowitz, 1991)? 

Clearly, the question of what constitutes rationality spawns a host 
of more specifi c questions. I have mentioned only a few of them here. 
The reader will undoubtedly think of others that could be added to this 
partial list. The list is long enough, however, to make the point that the 
general question is a complicated one and unlikely to admit of a sim-
ple answer that will be embraced as obviously correct by everyone who 
thinks about it. 

Some Conceptions of Rationality

Literally, “rational” means “capable of reasoning correctly.” People are 
called “rational” if we think they reason well; arguments are called 
“rational” if we think they are logically correct; and logical principles are 
called “rational” if we think they are canons of correct logical argument. 
(Salmon, 1974c, p. 70)

Given the diffi culty of getting a strong consensus regarding the answers 
to questions like those above among people who ponder such things, 
one might expect there to be more conceptions of rationality than one, 
as indeed there are. In an extensive discussion of epistemology and cog-
nition, Goldman (1986) despairs of providing an account of the concept 
of rationality, beyond commenting on other writers’ treatments of it. He 
takes the position that the notion of rationality “is so vague in ordinary 
usage, and so disparately employed by different philosophers and social 
scientists, that it has limited usefulness” (p. 27). Our challenge is to get 
a better understanding of the various ways in which the concept has 
been used and of how human reasoning does or does not measure up to 
them. 

Rationality as consistency with self-interest

According to one conception, thinking and acting in accordance with 
one’s own best interest are the essence of rationality (Giere, 1988), so 
from this point of view, the answer to the question that was raised 
above—whether it is rational to work against one’s self-interest—is 

•

□
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a defi nite no. What working in one’s self-interest means, however, is 
less straightforward than might appear at fi rst glance. Should I think of 
working in my self-interest as working toward what I wish for myself? Or 
working toward what is best for myself? Could I possibly want for myself 
something other than what is best for myself? 

Certainly it is possible to want for myself something that I will rec-
ognize in retrospect, having obtained it, to be less than best for myself. 
I may wish for something now because I believe it will make me happy, 
and then discover, when I have it, that the belief was ill-founded. That 
being the case, should rational behavior be defi ned as behavior that is 
consistent with one’s perceived self-interest? To defi ne rational behavior 
as behavior that is consistent with one’s actual self-interest would put it 
out of reach of mere mortals, since we often do not know what our real 
self-interest is.

But suppose we agree that what rationality requires is that one 
think and act in accordance with what one believes to be one’s own 
best interest. How does this principle suggest we view acts of altruism or 
self-sacrifi ce? One possible answer to this question is that such acts are 
seen to be rational when we recognize the elasticity of the concept of self. 
Thus it may be in the interest of my self as a moral being (or in the inter-
est of my self-respect) to do something that is harmful to my physical 
or fi nancial well being. This sounds right, but we come close with this 
line of thinking to making the relationship a tautological one and seeing 
whatever one does as consistent with one’s perceived self-interest on the 
grounds that one would not do it otherwise. 

If self-interest is equated with personal happiness or contentment, 
and rationality is defi ned as working in the interest of maximizing that, 
we must admit that beliefs and behaviors that make some people happy 
can appear to be anything but rational to others. We cannot doubt, for 
example, that many people fi nd personal satisfaction and contentment 
in belief systems that are commonly classifi ed as cults. But one person’s 
cult is another’s religion. More disturbingly, some people derive plea-
sure from infl icting pain on others. Defi ning rationality in terms of the 
objective of maximizing one’s own happiness would seem to make the 
concept so subjective as to strip it of much of its usefulness for either 
descriptive or (especially) prescriptive purposes. 

Rationality as consistency of actions 
with preferences or goals

Some writers have stressed the correspondence between actions and 
goals or preferences, which is a somewhat more inclusive idea than con-
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sistency with self-interest, because one’s preferences and goals need not 
be limited to those having to do with oneself. Bernstein (1996) charac-
terizes what he calls the Victorian concept of rational behavior this way: 
“Measurement always dominates intuition: rational people make choices 
on the basis of information rather than of the basis of whim, emotion, or 
habit. Once they have analyzed all the available information, they make 
decisions in accord with well-defi ned preferences. They prefer more 
wealth to less and strive to maximize utility” (p. 246).

Allais (1979/1990) defi nes rational conduct as conduct that satis-
fi es the general principle of not being self-contradictory, and sees in this 
defi nition two implications: “The fi rst is that the ends pursued should 
be logically consistent; the second, that the means employed should be 
appropriate to these ends” (p. 115). Means that are appropriate presum-
ably are means that are effective in realizing the desired ends. The sec-
ond of Allais’s implications is the essence of the instrumentalist conception 
of rationality, according to which rationality is judged solely in terms of 
effectiveness in realizing goals; in this view, rationality is a qualifi cation 
that is applicable only to means and not to ends.

Hempel (1965) expresses a similar view: “To qualify a given action 
as rational is to put forward an empirical hypothesis and a critical appraisal. 
The hypothesis is to the effect that the action was done for certain rea-
sons, that it can be explained as having been motivated by them. The 
reasons will include the ends that the agent presumably sought to attain, 
and the beliefs he presumably entertained concerning the availability, 
propriety, and probable effectiveness of alternative means of attaining 
those ends. The critical appraisal is to the effect that, judged in the light 
of the agent’s beliefs, the action he decided upon constituted a reason-
able or appropriate choice of means for achieving his end” (p. 463). It is 
not required, Hempel held, that there be good reasons for adopting the 
ends.

The principle of rationality stated by Newell (1982) refl ects the 
instrumental view: “If an agent has knowledge that one of its actions 
will lead to one of its goals, then the agent will select that action” (p. 
102). Baron (1988) also characterizes rational thinking as the kind of 
thinking that helps one fulfi ll one’s personal goals. He argues that if 
one’s goal is happiness, then it is rational to follow the laws of logic only 
if doing so promotes one’s happiness; if violating those laws makes one 
happier than following them, then the rational thing to do is to violate 
them. This comes close to saying that it is rational to be irrational if that 
makes one happy.

Essentially the same position is taken by Harsanyi (1977/1990) who 
notes that, at least as the term is used in everyday language, rationality 
often connotes the selection of “the best means available for achieving a 
given end” (p. 272). To say that a person acted rationally is to say that 
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her behavior should be explainable in terms of her goals; behavior that 
is rational to one who is seeking wealth or fame may be irrational to 
another who is seeking peace and anonymity. We must recognize too that 
sometimes it is very diffi cult, if not impossible, to determine what actions 
are most likely to attain one’s goals. Evidence suggests, for example, that 
hormone replacement therapy for post-menopausal women decreases the 
risk of death from heart disease, bone loss, or colon cancer, but increases 
the risk of breast and uterine cancer (Davidson, 1996). Whether hor-
mone replacement therapy is consistent with the goal of enjoying a long 
and healthy life, obviously, is not trivially easy to decide. 

An instrumental conception of rationality has proved not to be sat-
isfactory to everyone. Brandt (1979), for example, does not hesitate to 
speak of the rationality or irrationality of desires. Audi (1985) argues that 
a purely instrumental conception is not consistent with our common-
sense views. Common sense tells us that it is not unreasonable to ask of 
goals and values, as well as of the means to attain them, whether they 
are rational. Most of us would perhaps be willing to say that certain goals 
that one might set—to learn to breathe under water without the help of 
equipment, to acquire the state of Nevada as a possession, to avoid all risk 
of death by accident—are not rational. This seems to me a very important 
point. Judging behavior to be rational to the extent that it is consistent 
with one’s goals, taking the goals as given, is contingent rationality at 
best. Given goal X, behavior may be seen as rational to the extent that it 
is adaptive with respect to the realization of that goal. But surely we can 
ask—should ask—is it rational to have X as a goal? 

One might object that this is not an appropriate question, that the 
evaluation of goals is a matter not of rationality but of ethics, or perhaps 
of esthetics. Goals may be evaluated on the basis of whether they are 
good or bad, relative to some principles of ethics or morality, or they may 
be assessed in terms of whether or not they are appealing, but rationality 
is strictly a matter of the effi ciency and effectiveness of realizing goals, 
no matter what they are. I want to contend to the contrary that goals 
should be subjected to critical analysis and refl ection just as should the 
possible means of realizing them. Critical scrutiny of goals is arguably 
more important than critical scrutiny of means. Part of what it means to 
be rational is pursuing defensible goals. 

Rationality as optimal analytic choice behavior

In my opinion, “rational” is an adjective meaningfully applicable only to 
the principles or rules under which a purposive system operates. . . . A princi-
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ple or rule is rational if, and only if, it makes the system function (almost) 
optimally for a given context and under given constraints. (Toda, 1980, p. 
139)

To many economists, being rational means making choices that are opti-
mal in terms of specifi c criteria. These choices may involve the selection of 
action alternatives in the face of uncertainty about their consequences or 
the allocation of limited resources to competing demands. In the former 
case, rational behavior is sometimes defi ned as weighting the worth of 
each possible outcome of an action by the judged probability of its occur-
rence contingent upon that action, doing this for all possible actions, and 
then selecting the action that best fi ts one’s purposes. Rational behavior, 
in this view, involves trying to think through the possible consequences 
of one’s choices in a quantitative way, and then selecting among them so 
as to accomplish a specifi c objective. 

A decision situation is conceptualized in terms of a set of action 
options available to the decision maker and a set of possible states of the 
world. The situation may be represented by a payoff matrix, the rows of 
which represent the decision or action alternatives and the columns of 
which represent the possible states of the world. Each cell of the matrix 
represents the value or payoff associated with a particular combination of 
decision option and world state. 

To apply this structure to a specifi c decision situation, the decision 
maker must: (a) identify the action alternatives, (b) identify the possible 
states of the world, (c) assign to each possible state of the world a prob-
ability refl ecting the likelihood of its occurrence, (d) assign to each com-
bination of action alternative and possible world state a value or payoff, 
and (e) select an action according to some normative rule (e.g., maximi-
zation of expected gain; maximization of minimum possible gain; mini-
mization of maximum possible loss).

Payoffs can be quantifi ed in several ways. Decision theorists make 
distinctions among monetary value, utility, and expected utility. The dis-
tinction between monetary value and utility, which was made by Daniel 
Bernoulli in the 18th century, is necessary to take account of the fact that 
the importance people attach to possible decision outcomes is not nec-
essarily accurately indicated by the monetary value of those outcomes, 
even when this is known. As Jevons (1871/1956) puts it, “utility is not 
proportional to commodity: the very same articles vary in utility accord-
ing as we already possess more or less of the same article” (p. 1222). 
This refl ects the common sense notion that the gain of a small amount 
of money is likely to have greater utility to a penniless person than to a 
wealthy one. 
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The concept of expected utility is used to deal with situations in 
which the state of the world, and, consequently, the outcome of a selected 
action can be known in advance only probabilistically; the expected util-
ity of such a decision is said to be the sum of the utilities of the possible 
outcomes each weighted by the probability of occurrence of that out-
come. A distinction is also made between expected utility and subjective 
expected utility, which is analogous to the distinction between prob-
ability and subjective probability. Sometimes the probabilities associated 
with uncertain events can be thought of as objective, because they are 
dictated by the physics or the mathematics of the situation, and most 
everyone will agree what they are. This would be true, for example, of 
the possible outcomes of the roll of a fair die. In other cases, it seems 
more appropriate to consider the probabilities to be more subjective in 
nature, as when one attempts to attach numbers to the possible out-
comes of a complex political policy decision. In general, expected utility 
would be appropriate to use when the probabilities could be considered 
objective and subjective expected utilities would be the more appropri-
ate construct when the probabilities are considered subjective. The dis-
tinction between objective and subjective probabilities is one that not 
all probability theorists recognize, however, and the distinction between 
expected utilities and subjective expected utilities is a vexed one in deci-
sion theory. Fortunately, it is not of great concern for present purposes, 
and I shall not make much of it. 

The analytic view of what it means to be rational has proved to be a 
useful one in some contexts; it can predict or help explain choice behavior 
in specifi c instances and can sometimes serve as a normative model pro-
viding guidance—given certain assumptions—regarding what choices 
should be made (Morgenstern, 1949; Raiffa, 1968; Savage, 1954/1972). It 
is a demanding view, however, and its applicability to real-life problems 
that are diffi cult to cast neatly in the payoff-matrix structure is question-
able (Elster, 1989). Each of the steps, except perhaps the last, assumes 
much on the part of the decision maker. Application of the choice rule is 
a minor aspect of the whole process; construction of the matrix—which 
can require a great deal of information fi nding as well as judgment and 
probability estimation—is the more demanding part of it. 

Theories of decision making based on the assumption that people 
generally attempt to maximize subjective expected utility have come 
under criticism from several quarters. Much of the experimentation 
aimed at theory testing in this area has involved having people choose 
which of two gambles they would prefer to make, assuming they had 
to make one or the other. Of special interest has been the discovery of 
situations in which people’s choices are not consistent with the hypoth-
esis that they are attempting to maximize subjective expected utility. A 
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case in point is the fi nding that many people make decisions that violate 
the principle of stochastic dominance, according to which if Gamble A 
always gives at least as good a prize as Gamble B, and sometimes a bet-
ter one, the former should always be preferred to the latter (Birnbaum 
& Martin, 2003; Birnbaum & Navarrete, 1998; Birnbaum, Patton & Lott, 
1999).

The idea that preferences among formal gambles adequately capture 
the essence of human decision making has been challenged. Rettinger 
and Hastie (2003), for example, argue that although the use of simple 
gambles as the prototype for studying decision making facilitates experi-
mentation in much the way that the use of nonsense syllables once facili-
tated memory research, by controlling for the effects of world knowledge 
on performance, in doing so it limits the generalizability of any results 
to real-world situations, where world knowledge plays an important role. 
Rettinger and Hastie argue too that in the absence of auxiliary principles, 
expected utility models cannot accommodate the various content effects 
on decision making that research has revealed. 

Luce (2003) points out that, although subjective expected utility 
theory has long been considered normative for rational decision making 
under uncertainty, it has been shown not to be descriptive of people’s 
choices with gambles involving mixtures of gains and losses. He notes 
too that there is some question of the adequacy of subjective expected 
utility as a normative theory—as to whether it really captures what most 
people mean by rationality. He shows that a different but equally defen-
sible theory of rational decision making can be constructed by distin-
guishing gains from losses and adding a binary operation of joint receipt, 
the implications of which he spells out in some detail. The predictions 
(or prescriptions) of the alternative theory differ from those of conven-
tional subjective expected utility in specifi c instances. Luce raises the 
question of whether there is a deeper sense of rationality that permits 
one to select between the two formulations considered, but suggests that, 
pending research on that question, maybe “we simply have to live with 
the fact that what seems rational depends more on the formulation of the 
domain of study than we had previously acknowledged” (p. 81).

Rationality as satisfi cing

Many writers have argued that optimization—or maximization—is not 
a reasonable goal of decision making, or any other type of human behav-
ior. The idea that good enough should be good enough was promoted 
effectively by Simon (1955, 1956, 1957) with his introduction of the 
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notion of satisfi cing. Numerous others have endorsed a similar view and/
or presented evidence that people, in fact, tend to operate more like sat-
isfi cers than like optimizers. Shaklee and Fischhoff (1982), for example, 
have shown that when searching for causes, people tend to stop as soon 
as they have found a suffi cient one and not to go on to look for additional 
possibilities. Kruglanski and colleagues contend that people character-
istically stop processing evidence as soon as they feel they have enough 
in hand to justify a conclusion they wish to draw (Kruglanski, & Klar, 
1987; Kruglanski & Webster, 1996). On the basis of their experimental 
fi ndings, Perkins and colleagues describe people as “make-sense episte-
mologists,” the idea being that people content themselves with fi nding 
a view of things that makes sense to them and do not feel the need to 
assure themselves that it is the best possible view (Perkins, Allen, & Haf-
ner, 1983; Perkins, Farady, & Bushey, 1991).

People’s willingness to be satisfi ed with less than the best, when it 
comes to drawing conclusions or forming opinions, has been seen as a 
weakness by many. Baron (1985a, 1988), for example, identifi es the ten-
dency to do insuffi cient searches for information as the primary reason 
for the premature drawing of conclusions. Others who have made simi-
lar observations include Gettys and Fisher (1979), Oakhill and Johnson-
Laird (1985a), Harris (1990), and Svenson (2003). The general notion that 
people are typically willing to expend only a relatively limited amount of 
cognitive effort on problems is captured in the characterization of people 
as “cognitive misers” (Fiske & Taylor, 1991; Taylor, 1981), in the notion of 
premature cognitive commitments (Chanowitz & Langer, 1981), and in 
the claim that we are intellectually lazy organisms (McGuire, 1969). 

The amount of cognitive resources that can be devoted to the mak-
ing of any decision is necessarily limited by virtue of the fact that the 
resources are themselves limited. The question is whether what is done 
in any particular instance is adequate to be considered rational. As I 
understand the writers who endorse the idea of satisfi cing, or something 
akin to it, their contention is that a decision need be neither optimal nor 
even as close to optimal as one is capable of achieving in order to meet 
the dictates of rationality. How close to optimal a decision must be to be 
considered rational appears to be an open question. 

Rationality as conformity to norms

Normative models of judgment have a limited range of application; they 
cannot be relied upon to produce correct judgments anywhere outside 
specifi c experimental contexts. (Funder, 1987, p. 86) 
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Much of the immediately foregoing discussion has centered on ideas usu-
ally encountered in the literature on decision making, which tends to 
represent rationality as enlightened self-interest—one is being rational 
when one is behaving in a way that will help one achieve one’s goals. 
This literature provides structured techniques for doing just that. Some 
investigators distinguish between this conception of rationality and one 
that is more prominent in the literature on reasoning, which emphasizes 
the importance of reasoning in conformity with some putatively norma-
tive system such as logic or probability theory. 

The distinction between normative and descriptive models of 
human reasoning, especially of reasoning as it pertains to decision mak-
ing, is widely recognized in the literature. Among the earlier proposers 
of norms for decision making was Daniel Bernoulli (1738). Other nota-
ble treatments of normative decision theory include those of Neyman 
and Pearson (1933), von Neumann and Morgenstern (1944/1953), Wald 
(1950), Good (1952), Blackwell and Girshick (1954), Luce and Raiffa 
(1957), Schlaifer (1959, 1969), and Savage (1972). Many of these treat-
ments were developed in the context of reasoning about economics and 
most are grounded in probability theory and mathematical statistics.

More or less concurrently with the development of normative deci-
sion theory, psychologists and other researchers interested in how peo-
ple actually behave—as distinct from how they should behave—have 
studied people making decisions and proposed models intended to be 
descriptive of the behavior they have observed. Accounts of much of the 
early work of this type may be found in Edwards (1954, 1961, 1967), 
Thrall, Coombs, and Davis (1954), Davidson, Suppes, and Siegel (1957), 
Luce (1959), Estes (1961), Edwards and Tversky (1967), and Lee (1971).

Sometimes a distinction is made between normative and prescrip-
tive models (Baron, 1985a; Bell, Raiffa, & Tversky, 1988; Simon, 1956; 
Stanovich, 1999). Normative models show what the ideal thinker would 
do in specifi c situations, without taking into account human limitations 
and constraints. Prescriptive models show what one should do, tak-
ing those limitations and constraints into account. One way to think 
of normative models, Baron (1985a) suggests, is as prescriptive models 
for idealized creatures, which is to say creatures that do not have the 
limitations that characterize human beings. Normative models are use-
ful as standards against which to evaluate prescriptive models. A good 
prescriptive model maximizes conformity to a good normative model 
and following the rules of a good prescriptive model is what constitutes 
rationality, in his view.

Although I see the rationale for the distinction between descriptive 
theories or models on the one hand and normative and prescriptive theo-
ries or models on the other, the distinction between normativeness and 
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prescriptiveness seems to me tenuous for three reasons. First, the perfect 
decision maker for whom the normative model is said to be appropri-
ate is perfect only in some arbitrary sense, which is to say, it has its 
own limitations; presumably, for example, it is not held to be omniscient. 
The normative model turns out to be a prescriptive model for a decision 
maker with certain limitations that are less limiting than the limita-
tions of human beings, but are limitations none the less. Second, human 
beings differ greatly among themselves with respect to the limitations 
they have—the limitations of children differ from those of adults, and 
the limitations of highly intelligent people presumably differ from those 
whose intelligence is not so high—what is appropriately considered pre-
scriptive for one human being is not necessarily so for another. It seems 
to follow then that one needs not one prescriptive model, but many. 
Third, a normative model that assumes infi nite memory and processing 
power, or sets a standard that is impossible to attain, is not really nor-
mative for human beings, in my view. It would be normative for beings 
with infi nite memory and processing power, but for them it would also 
be prescriptive. 

In short, I see the need for conceptualizing different standards for 
decision makers or reasoners with different capabilities, but I do not see 
the rationale for a binary distinction between normative and prescriptive 
models. If a model is not prescriptive for me, it is not normative for me. 
As Stich (1990) has put it, “when we ask whether subjects are reasoning 
well, perhaps what we really want to know is whether their cognitive 
system is at least as good as any feasible alternative, where an alternative 
is feasible if it can be used by people operating within some appropriate 
set of constraints. . . In order to sustain the charge that subjects in a given 
experiment are reasoning badly, we must show that there is some alter-
native to the cognitive system that the subjects are currently using that 
is both pragmatically superior and feasible” (pp. 154, 156). In this book, I 
shall use “normative” and “prescriptive” more or less interchangeably.

The question that immediately arises when rationality is defi ned 
as conformity to certain norms or standards is: what are the norms or 
standards by which it is to be determined (Macdonald, 1986)? What 
should the scope of those norms be? Should they, as Larrick, Nisbett, and 
Morgan (1993) suggest, encompass both moral and economic principles, 
and provide a basis for adjudicating “between cost-benefi t reasoning and 
moral questions refl ecting such considerations as the rights of particular 
individuals and the avoidance of exploitation” (p. 292)? On what basis 
are the norms themselves to be justifi ed?

A closely related question, which MacLean (1990) raises, is that of 
determining what specifi c normative doctrines mean. “Does the principle 
of utility call for maximizing pleasure, as it did for Bentham, maximiz-
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ing some more abstract good, as it did for Mill and G. E. Moore, or maxi-
mizing the satisfaction of preferences, as it has come to be interpreted 
frequently among economists? If one chooses libertarianism, what do 
rights entail, which rights are basic, and how should confl icts among 
rights be resolved?” (p. 91). These are diffi cult questions, and—in one 
form or another—they have challenged thinkers for a very long time. 

Economists have given us the normative model of economic man, 
according to which rational behavior is defi ned as behavior in accor-
dance with certain rules involving the costs and benefi ts, or estimated 
costs and benefi ts, of alternative courses of action (Becker, 1976; Fried-
man, 1953; Mishan, 1976; Morgan & Duncan, 1982). A basic prescriptive 
rule is that when faced with a choice among actions, one should select 
the one that maximizes the net positive difference between the total 
benefi t of the outcome and the total cost of effecting it. Economic models 
of rationality usually make explicit reference to opportunity costs, pre-
scribing that they be included in cost-benefi t calculations for purposes of 
action selection, and sunk costs, prescribing that they be ignored. 

The economist’s model of rationality has sometimes been treated as 
not only prescriptive but also as descriptive of how people actually think. 
However, people do not always take adequate account of opportunity 
costs in their decision making (Hoskin, 1983) and often fail to ignore 
sunk costs (Arkes & Blumer, 1985). Evidence of other ways in which the 
reasoning and decision making of people differ from the prescriptions of 
the model has come from many sources (Herrnstein, 1990; Kahneman & 
Tversky, 1979a, Tversky & Kahneman, 1974; Payne, 1982).

Game theory is a branch of mathematics developed explicitly for 
studying the behavior of people in confl ict (competitive) situations. 
It defi nes rationality in terms of certain concepts and principles that 
assume individuals’ goals to be the advancement of self-interest. If one 
accepts the defi nitions, the theory provides an unambiguous standard 
against which to judge the rationality of the behavior of people in the 
situations to which it pertains. “The fundamental theorem of the theory 
of games is that for every two-person zero-sum game, no matter how 
complex the rules or how great the range of possible strategies open to 
each player, there always exists some specifi c pattern of probabilities of 
strategies which constitutes rational play. It minimizes the maximum 
loss that each player can sustain, not in every play of the game, but in 
the long run. And there is a mathematical solution that tells us what this 
strategy is” (Kaplan, 1956, p. 1311).

The theory, originally expounded by von Neumann and Morgen-
stern (1944/1953), has been widely applied in the social sciences, espe-
cially economics and psychology (Blackwell & Girshick, 1954; Luce & 
Raiffa, 1957; Rapoport, 1960; Poundstone, 1992). Smith (1982) has used 
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it as a metaphor for natural selection. Its use to represent real-life decision 
tasks has been defended and criticized from a variety of points of view. 
Although the prescriptions of the theory are clear enough in most cases, 
the appropriateness of application in any particular instance is a judg-
ment call. One well-known criticism is the assumption that one’s oppo-
nent is infallible, and this is never true in real-life situations; another is 
that the sometimes-prescribed objective of minimizing one’s maximum 
loss makes sense only on the assumption that one is really engaged in 
a confl ict with an opponent whose preferences are the complement of 
one’s own, and this also often is not the case in real life. 

Although not widely promoted as appropriate in either the psy-
chological or philosophical literature, what appears often to serve tac-
itly as a norm for rationality is one’s own thinking and behavior. As 
Salmon (1974c) puts it, “To a signifi cant extent ‘rational’ connotes basic 
agreement with the user. Those who are politically far right are likely to 
regard those of the far left as irrational and vice versa, while the moder-
ate is likely to doubt seriously the rationality of all extremists (except, 
perhaps, those who carry moderation to an extreme)” (p. 70). Slightly 
more generally, norms may be based on widely accepted behavior; in 
this view, irrationality is equated, more or less, with deviance from “the 
usual.” “We deny that people are rational (and derivatively, their prac-
tices and their thinking) if they are exceedingly drunk, under the infl u-
ence of certain drugs, just coming out of certain anaesthetics, extremely 
young, psychotic, completely lacking in common sense and practicality, 
unaware of the most familiar matters of fact, or extremely deviant in 
belief or behaviour” (p. 70). 

However normative rationality is defi ned or conceptualized, the 
question can always be asked, why should one wish to be normatively 
rational in that sense. From a pragmatic point of view, the answer might 
be: because that is how one maximizes the chances of realizing one’s 
goals. But how strong is the evidence that this is true? Hardman (2000) 
suggests that the evidence is not compelling that correspondence to 
traditional norms brings any benefi t outside the psychological labora-
tory. He points to several studies (Clemen, 1999; Galotti, 1995; Wilson 
& Schooler, 1991) that looked for such evidence in decision-making con-
texts and failed to fi nd it. 

Rationality as refl ectiveness

Apart from the things in which we are vitally interested, the more or less 
conscious objects on which our egotism concentrates without any outward 
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incentive, teacher, or advice, we spend our lives in vagueness. Most men 
and women die vague about life and death, religion or morals, politics or 
art. (Dimnet, 1928, p. 103)

Another conception of rationality makes it primarily a matter of atti-
tude and intent—love of truth, willingness to examine issues from vari-
ous points of view, active fair-mindedness that searches out evidence 
and attempts to weigh it fairly in drawing conclusions or forming opin-
ions, a characteristically refl ective approach to problems and to life more 
generally. Something close to this idea is encountered often in both the 
philosophical and the psychological literature. Dewey (1933) promotes 
refl ective thinking and equates it with controlled deliberate critical think-
ing, the kind of thinking that does not jump to conclusions, but demands 
compelling justifi cations for conclusions that are drawn. He describes it 
also as the kind of thinking that is called for when one is faced with a 
problem for which one has no ready rule or formula to apply. Gauthier 
(1986/1990) expresses a similar view, but with an emphasis on critical 
refl ection aimed at oneself: “At the core of our rational capacity is the 
ability to engage in self-critical refl ection. The fully rational being is able 
to refl ect on his standard of deliberation and to change that standard in 
the light of refl ection” (p. 331).

Jaspers (1952) characterizes reason as constant inquiry. “Rea-
son has no assured stability; it is constantly on the move. Once it has 
gained a position it presses on to criticize it and is therefore opposed to 
the tendency to free oneself from the necessity for all further thought 
by once and for all accepting irrevocably fi xed ideas. It demands a care-
ful thoughtfulness—it is therefore the opposite of mere capriciousness. 
It leads to self-knowledge and knowledge of limits, and therefore to 
humility—and it is opposed to intellectual arrogance” (p. 39). Truth lies, 
Jaspers contends, “in a process of continuous questioning and critical 
appropriation” (p. 52). 

Latent in the view of rationality as refl ectiveness is the idea of 
cognitive effort: to be rational requires the expenditure of intellectual 
energy; it means making an effort to go beyond the given, to look below 
the surface, to attempt not only to see clearly the shadows on the cave 
wall but to fi gure out what is casting them; it means being willing to try 
hard to fi gure out what to believe, and what to do in choice situations. 
Baron (1985a) defi nes rational beliefs as those beliefs having strength 
proportional to the evidence available, and cites as a requirement of good 
thinking active search for such evidence. The main cause of poor think-
ing, in his view, is insuffi cient search and a tendency to underutilize 
evidence that is contrary to possibilities that we initially favor. 
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Several proponents of a greater emphasis on the teaching of think-
ing in the classroom have stressed the importance of attitudes, disposi-
tions, values, and styles as determinants of the quality of the thinking 
that we do (Baron, 1985b; Ennis, 1969, 1985, 1987; Newmann, 1991; 
Paul, 1992; Resnick, 1987b; Schrag, 1987). The cultivation of thoughtful-
ness or refl ectiveness, as a pervasive cognitive style, is seen by some to be 
more important than the teaching of specifi c thinking skills. Impulsive-
ness, the opposite of refl ectiveness, is considered a disposition or style 
that is especially antithetical to good thinking (Ault, 1973; Baron, Bad-
gio, & Gaskins, 1986; Kagan, 1966; Kurtz & Borkowski, 1987). 

Can one be too refl ective? There is the view that excessive refl ec-
tiveness makes for indecisiveness, that the ability to see all sides of a 
controversial issue undercuts one’s ability to decide which way to go. The 
view may have some truth. It may be that refl ective people tend to be less 
decisive than people who are less inclined to consider various viewpoints 
on an issue. If that is the case, is it necessarily a bad thing? “Decisive-
ness” is a questionable virtue in the abstract. Decisions based on super-
fi cial analyses of choice situations often have undesirable consequences 
that could have been avoided and the decisions would have been better 
never made. The inability to come to a decision when the information at 
the decision maker’s disposal does not justify a choice is no shame. On 
the other hand, there can be little doubt that it is possible to put more 
thought into a decision than a situation warrants.

How much effort does rationality require that one expend to try 
to determine what one’s options are and to understand the implications 
of the various choices one can make? At least part of the answer to this 
must be that how much effort one should be prepared to devote to “doing 
it right” depends on the stakes. When mistakes do not matter much, it 
does not make sense to put a lot of energy into avoiding them; whereas, 
avoidance of disastrous mistakes is worth considerable effort. This sug-
gests that an important aspect of rationality is the ability to evaluate situ-
ations for the purpose of determining how much thought they deserve. 

Prescriptive theories of decision making often call for the cessation 
of information gathering under certain conditions and the selection of 
an action alternative. In general, further information gathering is viewed 
as a suboptimal strategy whenever the potential value of the information 
to be gathered is less than the cost of gathering it. Whether, from a more 
philosophical point of view, it is possible to be too refl ective, probably is 
a matter of personal values. My own sense of balance leads me to believe 
it is possible to carry refl ectiveness to an unreasonable extreme, but I 
suspect that the opposite problem is, by far, the more common one.

Much attention has been given to the question of how to evaluate 
explicit arguments, both formal and informal, and rightly so because it 
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is a question that is fundamental to rationality. What is equally funda-
mental however, but much less frequently considered, is the importance 
of awareness of the various means, other than direct explicit argumen-
tation, whereby we are “persuaded” to adopt certain beliefs or attitudes 
and to behave in certain ways. Television, radio, and theater are power-
ful media in this regard. Expectations, attitudes, opinions, and values 
are shaped, whether intentionally or not, by the role models that are 
found in these media. The actions of characters can be made more or 
less acceptable simply by making the characters themselves more or less 
likable. Certain lifestyles are promoted as desirable, exciting, and suc-
cessful. Standards are set for clothing, for behavior, and for interpersonal 
relationships. Such effects can be extremely subtle and diffi cult to gauge. 
Recognition and evaluation of them are a far greater challenge to refl ec-
tiveness than is the assessment of explicit arguments.

Rationality as responsiveness to reasons

Closely related to the idea of rationality as refl ectiveness is that of ratio-
nality as responsiveness to reasons. Nozick (1993) expresses this view. 
“The rationality of a belief or action is a matter of its responsiveness to 
the reasons for and against, and of the process by which those reasons 
are generated” (p. 107). “Reasons” here is synonymous with “sound 
arguments” and does not connote causes. All beliefs and actions have 
reasons, in the sense of causes, but not all have reasons in the sense of 
being justifi ed by sound arguments. Nozick’s account of why rational-
ity involves reasons is an instrumental one. Beliefs and actions that are 
responsive to reasons are more likely, in his view, to have certain (pre-
sumably intrinsically valued) properties, such as truth or satisfaction of 
desire, than are beliefs and actions that are not responsive to reasons. 

Truth, or true belief, is, in Nozick’s view, a cognitive goal that we 
seek. True beliefs may, but need not, have both intrinsic and instrumen-
tal value. Some knowledge is intrinsically valuable—“the truth about 
how the universe originated;” some has instrumental benefi t—“Truths 
serve us better than falsehoods and better than no beliefs at all in cop-
ing with the world’s dangers and opportunities;” some has little value of 
either sort—“the precise number of grains of sand on each beach in the 
world” (pp. 67, 68). 

Nozick stresses the importance of being responsive to all reasons 
pro and con. He pays considerable attention to the ease with which rea-
sons against a belief or action that is being evaluated can be overlooked 
and the need for special vigilance for the various types of biases that can 
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manifest themselves as a consequence. The idea that negative evidence—
evidence that is counterindicative with respect to a particular hypothesis 
or belief that is being evaluated—is deserving of special attention will 
be encountered again in more than one context in this book. Seeking 
evidence that is counterindicative to what one believes appears to be 
something that most people do not naturally do (Nickerson, 1998). 

Audi (1985) takes a position similar to Novick’s in noting that the 
fact that one does a rational kind of thing does not entail that the doing 
of it is rational. For the doing to be rational requires that the doer do it 
for the right reasons. Audi points out that this distinction is analogous 
to one that Kant made with respect to morality: one is not acting mor-
ally, Kant held, when one does the (morally) right thing for the wrong 
reasons. Audi argues further that because language does not force a dis-
tinction between something done (“action-type”) and the act of doing it 
(“action-token”), discussions of rationality are often confused, and con-
fusing, in this regard. 

Rationality as pragmatic adaptiveness

The pragmatic social actor needs to behave in ways that minimize costly 
mistakes in the real world. Strategies that are well designed for truth detec-
tion, yet regularly lead people to make costly mistakes in their day-to-day 
functioning, can hardly be viewed as rational or prescriptive. (Friedrich, 
1993, p. 301)

Many observers have held that human cognition is adaptive in the sense 
that it has evolved in a way that has assured the survival of the species. 
Wilson (1978) expresses this view in the following way: “the brain exists 
because it promotes the survival and multiplication of the genes that 
direct its assembly. The human mind is a device for survival and repro-
duction, and reason is just one of its various techniques” (p. 2). Views 
emphasizing the adaptiveness of human reasoning and decision making 
have been expressed by Quine (1969), Dennett, (1978), Fodor (1981), 
Lycan (1981, 1988), White (1984), Cooper (1989), Anderson (1990, 1991), 
Payne, Bettman, and Johnson (1990, 1993), Skyrms (1996), and Giger-
enzer & Todd (1999a, b), among others. 

One might assume that, in general, reasoning strategies that lead 
people to draw true conclusions, or at least approximately true conclu-
sions, would have greater adaptive merit than reasoning strategies that 
lead people to draw conclusions that are inconsistent with reality. But 
some theorists have argued that reasoning that is well adapted for sur-
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vival purposes is not bound to be optimized for truth fi nding (Cooper, 
1989; Stich, 1990). Sometimes it may be more conducive to one’s sur-
vival and well-being to use strategies that are more effective in guarding 
against certain types of errors than in maximizing the probability of 
discovering what is true (Friedrich, 1993; Funder, 1987). Further, to the 
extent that strategies aimed at avoiding specifi c types of errors require 
less time to effect or are less demanding of cognitive resources, their use 
may be justifi ed on a cost-benefi t basis in some instances. 

Closely associated with the claim that rationality is the natural 
consequence of the pragmatic adaptiveness of cognition is the idea that 
human communication would not be possible apart from the assumption 
of the rationality of those who engage in it (Clark & Marshall, 1981; Grice 
1975). Much of the substance of any conversation is contained in what is 
said only by implication, and if the speaker could not assume (not neces-
sarily consciously) that the hearer would make the inferences necessary 
to derive the intended meaning, effective communication by conversa-
tion could not take place. 

The idea that human cognition is compatible with human survival 
is obviously correct—if it were not, we would not be around to specu-
late about it. But equating rationality with whatever helps to increase 
the chances of survival, of the individual or the species, is likely to be 
unsatisfactory to many people. Even if one were willing to settle for such 
a connotation, it seems clear that some uses of our brains increase sur-
vivability considerably more than do others. The position, assuming one 
wished to take it, that our survival to date as a species is testimony to 
the effectiveness—or at least the non-fatalness—of our reasoning in the 
aggregate, is not inconsistent with the assumption that individuals differ 
in the degree of their rationality or that the same individual can be more 
rational in some circumstances than in others. 

Stich (1985, 1990) argues that fi tness for survival does not neces-
sarily equate to rationality, unless one makes the equation by defi ning 
rationality as whatever contributes to survival, and that is not the con-
notation that is usually given to the term. Stich contends that there is 
little support for either the assumption that an optimally well-designed 
cognitive system is a rational one or for the assumption that evolution 
produces optimally designed systems in any case. He questions also the 
assumption that our inferential processes have been shaped exclusively 
by biological evolution, as opposed, say, to cultural infl uences. But, as 
in the case of biological evolution, there is no reason to expect cultural 
evolution to produce optimally well-designed cognitive systems either: 
“neither biological nor social evolution can be relied upon to produce 
the best of all possible options, or even one that is close to the best” (p. 
97). 
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Margolis (1987) takes a somewhat similar position in arguing that 
the cognitive characteristics that have been produced by evolutionary 
forces are advantageous in some situations but produce irrational behav-
ior in others. The basis of all thinking is pattern recognition, in his view, 
and the facility we have acquired for recognizing patterns quickly and 
effi ciently has been effective in enabling our survival, but the same facil-
ity sometimes makes us appear to be impetuous and thoughtless in situ-
ations that call for refl ection. Irrational behavior, according to this view, 
often stems from the application of usually effective pattern recognition 
skills to situations for which they are not appropriate. 

Anderson (1990), a major proponent of rationality as pragmatic 
adaptiveness, hypothesizes a general principle of rationality according to 
which “the cognitive system operates at all times to optimize the adapta-
tion of the behavior of the organism” (p. 28). Noting that the prevailing 
view in psychology is that people are not rational and that their thinking 
is fraught with fallacies, he proposes a counter view according to which 
people act to maximize the chances of obtaining their goals while mini-
mizing the costs of doing so. The connotation that is given to rationality 
here is that of optimal behavior relative to human needs and desires.

Anderson argues that people have learned from experience how 
to behave rationally in simple choice situations involving preferences 
between gambles where probabilities, costs, and possible gains are 
directly manipulated. He contends that second-order complications on 
this general trend, which have often been taken as evidence of irratio-
nality, are explainable in terms of certain plausible assumptions about 
how a rational agent should partially discount information about prob-
ability and the reasonableness of a negatively accelerated subjective func-
tion of any objective property such as money. He attributes many of the 
reported evidences of irrationality to differences between situations typi-
cally studied in the laboratory and those encountered in real life. 

The idea that the information-processing mechanisms of the human 
mind are adaptations, shaped by selective forces over the entire course of 
human development has been articulated also by Cosmides (1985, 1989) 
and Tooby (Cosmides & Tooby, 1987, 1989, 1992). Understanding the 
human mind as the product of an evolutionary process leads to view-
ing it as consisting of a set of adaptations designed to solve the kinds of 
problems encountered during the life of the species. Cosmides argues 
that the adaptations that have been made have tended to be domain, 
or content, specifi c. The primary evidence of the existence of domain-
specifi c mechanisms is the fact that people appear to reason differently 
depending on the content—as distinct from the logical structure—of the 
problem about which they are reasoning. 
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The domain-specifi city of effective reasoning mechanisms is to be 
expected, Cosmides contends, because different domains would have 
proved to be differentially important to survival and the most effective 
mechanisms would have been shaped by those domains in which adap-
tation was most critical. An interesting implication of this view is that, 
given that the time from the beginning of agriculture to the present—
about 10,000 years—is much too short for much evolutionary selection 
to have occurred, “our cognitive mechanisms should be adapted to the 
hunter-gatherer mode of life, and not to the twentieth century industri-
alized world” (p. 194, footnote 3). 

The conception of mind that Cosmides and Tooby promote is explic-
itly modular. According to the model they have developed, the mind 
should contain specialized systems of inference for solving specifi c fre-
quently encountered types of problems. This is not to deny the importance 
of learning and culture, but it is to identify content-specialized cognitive 
mechanisms that have been adaptively shaped as the underlying reality 
on which effects of learning and culture are superimposed. Cosmides 
and Tooby contrast this view with what they call the “Standard Social 
Science Model,” according to which the mind consists of a single reason-
ing faculty, or a small number of general-purpose, content-independent 
mechanisms that effect learning, induction, rationality, and so on.

The idea of rationality as pragmatic adaptiveness is close to the 
notion that people’s rationality is proved by the fact that they get along 
well in the world (which goes somewhat beyond observing that the spe-
cies has survived). But the claim that people get along well in the world 
can be challenged, and has been: “I have read numerous times that peo-
ple get along well in the world, but I have never seen anything remotely 
like good evidence for that statement. It is hand waving. It may be true 
that people, on the whole, get along well in the world, but I don’t see 
serious scientifi c work to back that statement up; perhaps convincing 
evidence is not even possible, given the value-ladenness of the claim” 
(Doherty, 2003, p. 657). What is an acceptable criterion, Doherty asks, 
for getting along in the world? 

Doherty’s question is a good one. If the criterion is survival, we 
have been successful as a species, up until now at least—although it is 
not hard to fi nd knowledgeable people who are less than optimistic about 
the long-term prospects for the future. As individuals, those of us who 
are currently alive have also been successful, so far. But if “getting along 
well in the world” is taken to mean living purposeful and fulfi lling lives, 
getting along with each other, causing no harm to the environment, and 
leaving things in good shape for our progeny, how successful we are, as 
a species or as individuals, is much less apparent.
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Wilson (1978) argues that “[h]uman emotional responses and the 
more general ethical practices based on them have been programmed 
to a substantial degree by natural selection over thousands of genera-
tions” (p. 6), but he contends too that we are faced with the challenge of 
choosing which of the “censors and motivators” that we have inherited 
we will obey and which of them we will curtail and sublimate. He sees 
the problem as stemming from the relatively short time that cultural 
evolution has had to modify traits and predilections that evolved over 
5,000,000 years of existence before the fi rst civilizations arose, traits and 
predilections that, in many cases, were functional in a precivilization era 
but are no longer so.

Are we to assume that there are some real options here and that 
we have the freedom to exercise some judgment and choice? Or must 
we assume that we will do whatever our genes—which are the ones 
that managed to get replicated—have already dictated that we will do? 
Wilson argues that we have to fi nd a way to override the human nature 
that was shaped over such a long time, and not wait for genetic evolution 
to do it for us, if we wish to continue to survive now that the circum-
stances of our lives have changed. Neither the argument nor the fact that 
he takes the trouble to make it would make much sense apart from the 
assumption that we really do have a choice.

Theoretical versus Practical Rationality

Surely what is most important is to know what ways of thinking will pro-
vide effective solutions to real world problems. (Hardman, 2000, p. 678) 

A distinction is sometimes made between rationality of belief and ratio-
nality of action, or what might be called theoretical or normative ratio-
nality and practical or pragmatic rationality (Anderson, 1990; Cooper, 
1989; Skyrms, 1996). According to this distinction, rationality of belief 
has to do with the correspondence between beliefs and reality, whereas 
rationality of action has to do with the correspondence between actions 
and desires or goals. Rationality of the fi rst type should lead to beliefs 
that are true, rationality of the second type should enable goals to be 
realized. Kant made such a distinction in partitioning his major critical 
work on reasoning into two parts, The Critique of Pure Reason (Kant, 1787) 
and The Critique of Practical Reason (Kant, 1788). Applying the distinction 
to philosophy more generally, he noted that philosophy is either theoreti-
cal or practical, depending on whether it concerns itself with knowledge 
or with conduct, and whether its object is theory or practice.

□
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Anderson (1990) distinguishes between two meanings of the term 
as it is typically used by social scientists today: logically correct reason-
ing in decision making (normative-sense rationality) and optimality in 
the achieving of human goals (adaptive-sense rationality). Noting the 
possibility that human beings are rational in one of these senses and 
not in the other, he suggests that many of the purported demonstrations 
of human irrationality are demonstrations of irrationality in the former 
sense but not the latter, and he lays out a variety of ways in which the 
criteria of rationality in the two senses differ. 

Essentially the same distinction is made by Audi (1989): “Histori-
cally the main point of the terminology is to suggest that practical prob-
lems are addressed to us as agents and concern what one is to do, whereas 
theoretical problems are addressed to us as knowers, or potential know-
ers, and concern questions of what is or is not true. The former are solved 
by one’s practice, say by taking the right detour; the latter are solved by 
one’s forming, or bringing to bear, the right belief, say by working out a 
sound proof that an axiom system is consistent” (p. 1). Practical reason-
ing, Audi contends, is guided by a search for appropriate action, while 
theoretical reasoning is guided by a search for appropriate knowledge. A 
practical syllogism, one might say, should end with a conclusion about 
what one is to do, whereas a theoretical one should end with a conclu-
sion about what one is to believe. Although Audi notes that the response 
to a practical argument could be cognitive (recognition that one should 
do something), intentional (intending to do what one should), decisional 
(deciding to do it), or behavioral (doing it). He argues that, ideally, good 
practical reasoning resembles good theoretical reasoning in form, and 
that when it does so, one’s behavior is rational if (and only if) it is based 
on that reasoning. 

Albert (1985) suggests that in the classical phase of modern phi-
losophy two views of rationality prevailed: “classical intellectualism, 
which took as its starting point the sovereignty of reason, of intellec-
tual intuition, and the primacy of theoretical knowledge,” and “classical 
empiricism, which emphasized the sovereignty of observation, of sense 
perception, and the primacy of facts” (p. 28). The best-known spokes-
man for classical intellectualism was René Descartes and for classical 
empiricism, Francis Bacon. These viewpoints have in common “the idea 
of an immediate access to truth through self-evident intellectual insight 
or careful observation” (p. 32). Albert considers both of these views to 
be untenable on the grounds that both intuitions and observations have 
often proved to be wrong. As this distinction relates to that between 
 theoretical and practical rationality, both of the views mentioned by 
Albert fi t better under the theoretical rubric than under the practical 
one.
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Evans and his colleagues (Evans, 1993; Evans, Over, & Maktelow, 
1993) argue that failure to distinguish between a conception of ratio-
nality that emphasizes behavior that is appropriate to one’s goals and 
one that stresses conformity to norms has led to some confusion; on the 
other hand, recognition of the distinction helps to resolve the paradox 
that people can be intelligent and cognitively effective while, at the same 
time, being chronically biased in their reasoning. They refer to the fi rst 
conception as rationality1, and sometimes as personal rationality or ratio-
nality of purpose, and to the second type as rationality2, and sometimes 
as impersonal rationality or rationality of process. 

Rationality is axiomatic, Evans (1993) argues, but only in the sense 
of rationality1, and not in that of rationality2; and even in the sense of 
rationality1, it is bounded by cognitive limitations and constraints. “Many 
experiments demonstrate illogicality which their authors assume—or so 
their critics allege—to be evidence of irrationality. It is not. It is evidence 
only against rationality2” (p. 27). And it is rationality1, not rationality2, 
that really matters to people, Evans contends. “Any mechanism of deduc-
tive competence can account for little real-world reasoning” (p. 28). 

The distinction between rationality1 and rationality2 is closely 
related to the distinction between practical and theoretical reasoning. 
“People use practical reasoning to try to achieve their goals in the actions 
they perform, and when they do this in the right way, they display ratio-
nality1. They use so-called theoretical reasoning to try to acquire true 
beliefs about matters of fact, and they have rationality2 when they do this 
in the right way” (Evans, Over, & Manktelow, 1993, p. 169). 

Evans, Over, and Manktelow (1993) note that the reasoning and 
decision-making literatures have not had a lot of cross fertilization, so 
the two representations of rationality have developed somewhat inde-
pendently. This is unfortunate, because in real-world situations it is hard 
to draw a sharp line between reasoning and decision making. Evans 
et al. suggest that an overemphasis on rationality2 and the equating of 
logicality with rationality have been responsible for misinterpretation 
of data that have been taken to demonstrate biases and content effects. 
More research attention to problems of practical reasoning, they argue, 
could help link the two subjects and also increase the ecological validity 
of reasoning research. 

Although the conceptions represented by rationality1 and ratio-
nality2 differ, they are not completely disconnected. Evans, Over, and 
Manktelow (1993) point out that it is assumed that rationality2 serves 
rationality1, which is to say that reasoning logically helps one achieve 
one’s goals. It is also the case that being rational in the sense of rational-
ity2 may be among the goals that one would like to achieve. 
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Harman (1995) also makes a distinction between theoretical and 
practical rationality, defi ning theoretical rationality as rationality in 
belief and practical rationality as rationality in action. Arbitrary choices 
of what to intend can be practically rational, he argues, while arbi-
trary choices of what to believe are not theoretically rational. The rea-
son for this difference is that one often fi nds oneself required to choose 
between alternative actions in an arbitrary way (because inaction is not 
an option), whereas in the case of competing beliefs, if one has no good 
reason for accepting one over another, one has the option of suspending 
judgment. 

Wishful thinking also, Harman suggests, can be practically ratio-
nal but not theoretically rational; it is rational to let one’s desires affect 
one’s reasoning about how to realize those desires, but, as a general rule 
one’s desires should not infl uence the conclusions one draws regarding 
what one should believe. I say as a general rule, because Harman notes 
the possibility of having good practical reasons to believe something. He 
notes too that all reasoning, including theoretical reasoning, has a prac-
tical aspect. What theoretical inferences one fi nds it reasonable to make 
is likely to depend to some extent on one’s needs and goals. In short, the 
distinction between practical and theoretical is not as sharp as it might 
at fi rst appear to be. 

****

There are many conceptions of rationality; those mentioned above are 
not all that could be noted, but they are representative of ideas that are 
prominent in the literature. As the term “rationality” is encountered 
throughout this book, it will be important to bear in mind that it can 
have different connotations in different contexts and that not all users 
may mean by it precisely the same thing even when using it in the same 
context. Moreover, there may be wisdom in recognizing different types 
of rationality, or at least that rationality is a many-faceted concept and 
that the claim that a belief, a behavior, a person, or a policy is rational (or 
irrational) is likely to require qualifi cation if understanding of the inten-
tion of the claim is to be assured. 

It will become obvious also, if it is not already so, that any concep-
tion of rationality that is not superfi cial is likely to be somewhat complex. 
The more one reads and thinks about the concept, the more ramifi ca-
tions of it one discovers. The following thoughtful attempt to craft an 
approximation to what it might mean to say “it would be rational for X to 
do A” makes the point: “’I hereby recommend that X do A, while taking 
as my objective maximizing satisfaction of the transitive mood-indepen-
dent ultimate desires of X, as they would be if they had been subjected 
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to repeated vivid refl ection on relevant facts, and having as my beliefs 
about options for actions and consequences those which are justifi ed on 
X’s evidence—a recommendation made because A is that one among the 
options justifi ably believed to be open, choice of which exemplifi es a 
strategy for decision making which we know will in the long run satisfy 
the (as above) corrected desires of X as effectively as any other strategy 
can be known to do’” (Brandt, 1990, p. 414). This is a carefully reasoned 
defi nition, the justifi cation of which is given in Brandt’s article. My pur-
pose for quoting it is not to endorse it, or to contest it, but simply to 
support the idea that precision about what it means to be rational is not 
likely to be easy to achieve. 
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2
CHAPTER

   The Search for   
   Standards of Rationality

Rationality requires objective criteria so that it can be distinguished from 
mere opinions about what is best. If no such criteria are available, the 
rationality argument is likely to remain hopelessly moot. (Schneider, 
2000, p. 695) 

To say that this behavior (belief, person, society) is rational and that 
another is not implies the existence of standards on which such a dis-
tinction can be based. If there are such standards, what are they? From 
where do they come? What is the basis of their authority? What assures 
their authenticity? 

These are diffi cult questions. We should not be surprised to fi nd 
many different opinions concerning them. Nor should we expect that it 
will be easy to arrive at our own. They are the kinds of questions that 
demand consideration, however, by anyone who aspires to a more than 
superfi cial understanding of what rationality might mean.

The Logical Imperative

Logic is a prescriptive discipline; it explicates the rules by which reason-
ing should be governed. As Lycan (1981) puts it, the key notions in logic 
are normative through and through: “To say that an inference is unjusti-
fi ed, unwarranted, illegitimate, illicit, impermissible, unreasonable, or 
irrational is to make a value judgment. It is to say precisely that the infer-
ence is one the subject ought not to have drawn” (p. 344). But what is the 
basis of this logical imperative? We appear to assume that there exists a 
set of rules of right reasoning by which the permissibility of a specifi c 
inference is to be judged. But what are these rules? What is their origin? 

□

RT94878_C002.indd   37RT94878_C002.indd   37 8/29/2007   11:11:45 AM8/29/2007   11:11:45 AM



38 Aspects of Rationality

How are we to recognize them? And why should we feel compelled to 
obey them?

This book will not deal with the question of why we feel compelled 
to make certain types of inferences and not others, beyond confessing 
that it is, to me, a profound question and one for which we are far from 
having an adequate answer. It suffi ces for present purposes to take our 
sense of a logical imperative as a given. Making inferences seems to be as 
natural as breathing—we cannot not make them. And we know, without 
being told, that some inferences are valid and others are not—we appear 
to be wired this way. We do not all necessarily agree on how to tell the 
valid inferences from the invalid ones, which is to say we may have dif-
ferent opinions regarding precisely what the rules that should govern our 
reasoning are, but we do not doubt that there are such rules.

Perhaps there are people who have no interest in knowing these 
rules. Maybe there are some who even prefer to be irrational—to be free 
of the feeling of obligation to try to reason well. If there be such people, 
it is not clear how one would appeal to them, or even whether it would 
make sense to try. As Bartley (1984) puts it, “Anyone who wishes, or 
who is personally able to do so, may remain an irrationalist. And it may 
be diffi cult indeed to argue with any such person, for he will have aban-
doned argument” (p. 162).

Who Sets the Standards?

Axioms and inference rules together constitute the fulcrum on which the 
lever of reasoning rests; but the particular structure of that fulcrum can-
not be justifi ed by the methods of reasoning. For an attempt at such a jus-
tifi cation would involve us in an infi nite regress of logics, each as arbitrary 
in its foundations as the preceding one. (Simon, 1983/1990, p. 190) 

Is it the epistemologist’s job to discover the canons of rationality, or to 
defi ne them? If the former is the case, where does one look in the hope 
of making the discovery? How does one know when one has made it? 
And if the task is to defi ne what it means to be rational, who is going to 
pass judgment on the adequacy of the defi nitions that are proposed? It 
does not suffi ce simply to point to logic as the ultimate standard, because 
there are many different logics no single one of which is strong enough 
to serve as a foundation for human knowledge; and taken together they 
are not suffi ciently coherent to do so. Even if it were claimed that a spe-
cifi c logic is strong enough to serve as a foundation for human knowl-
edge, or that together the various logics are suffi ciently coherent to do so, 

□
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how do we judge the merits of that claim, or decide who is competent to 
make such a judgment? 

Rationality and untutored intuition

[A]t crucial nodes an appeal to ordinary people’s intuitions is indispens-
able. (Cohen, 1981, p. 318)

There is a sense in which rationality must derive from human intuition, 
else how could anyone have an opinion on what is rational and what 
is not? Moreover, what is going to decide what constitutes rationality if 
human intuition does not? Logic is not an empirical science; logicians 
do not decide the validity or invalidity of inferences by collecting data. 
(When I speak of logic here and in what follows, I refer to classical cate-
gorical or propositional logic, which I believe to be what is usually meant 
when the term “logic” is used without qualifi cation, and what is gener-
ally taught as logic in introductory courses.) The laws of logic have been 
articulated by human beings who have thought about such things and 
the only authority to which these thinkers could appeal for justifi cation 
of the laws they expressed was their own and others’ intuitions.

But people differ with respect to their intuitions on particular mat-
ters, and individuals sometimes fi nd their own intuitions in confl ict with 
each other. Moreover, on almost any intuitively based concept of ratio-
nality, it must be admitted that people often behave in ways that appear 
to be irrational. Writers who make human intuition the fi nal court of 
appeal as to what constitutes rationality typically have denied neither 
that people’s intuitions may differ nor that people are capable of engag-
ing in irrational thought or behavior. The intuition that is assumed to 
yield rationality is intuition upon refl ection or intuition upon critical 
analysis. Something of this idea is seen in the writings on the subject by 
Goodman (1954/1983, 1966) and Goldman (1986). Goodman holds that 
deductive and inductive inferences are justifi ed if they yield conclusions 
that we, upon refl ection, are willing to accept. Goldman argues, simi-
larly, that rules of inference are deemed to be correct when they lead to 
judgments that analysis shows to be in accord with the common core 
idea of justifi edness refl ected in everyday thought and language. 

Stich (1990) refers to views of this sort, which take “the choice 
between competing justifi cational rules or competing criteria of right-
ness to turn on conceptual or linguistic analysis” as “analytic epistemol-
ogy” (p. 91) and he judges them harshly: “when it comes to deciding 
among alternative systems of cognitive processes, the fact that a system 
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accords with the standards embedded in everyday thought and language 
is not likely to be of much interest to anyone but an epistemic chauvin-
ist” (p. 99). 

In fact, people, including logicians, have different opinions regard-
ing what is rational in specifi c instances, and a given individual may 
have different opinions at different times. We have all had the experi-
ence of changing our minds about the validity of some argument, upon 
refl ection, perhaps even of alternating between positions more than 
once. Thus, if one accepts the idea that human intuition, tutored or untu-
tored, is the fi nal arbiter on questions of rationality, there remains the 
nontrivial problem of specifying what it is that human intuition says. 

Are there principles that would be recognized by all, or very nearly 
all, people as appropriate bases for the derivation of standards of ratio-
nality? Are there certain concepts that are innate to all, or very nearly 
all, human beings? Is truth such a concept? What about the idea of con-
sistency or that of contradiction? These concepts seem to be deeply intui-
tive ones, but people may have diffi culty on occasion deciding whether 
two ideas are consistent or contradictory. Is it contradictory, for example, 
to assert, on the one hand, that the even integers comprise a subset of all 
integers while claiming, on the other, that there are as many even inte-
gers as there are even and odd integers combined? Mathematicians fi nd 
nothing contradictory in such assertions and make them quite freely, 
although they have not always done so. Fractal geometry, an area of 
mathematics recently developed by Mandelbrot (1982) and others, pro-
vides other interesting examples of ideas that challenge some of our 
intuitive notions about consistency and contradiction. The idea that a 
fi nite area can have a perimeter of infi nite length is a case in point. 

It is easy to fi nd examples of ideas that are likely to be counterintui-
tive to people encountering them for the fi rst time, and easy also to fi nd 
examples that are compatible with the intuitions of some well-informed 
people and incompatible with those of others. These facts, by themselves, 
do not disqualify human intuition as the basis for deciding what is ratio-
nal and what is not. They force us to recognize, however, that intuitions 
can change as a consequence of learning, and what seems counterintui-
tive from one vantage point may be intuitively acceptable, or even com-
pelling, from another. 

In an extensive discussion of the possibility of identifying principles 
of rationality (or of justice) that would be universally recognized as valid, 
MacIntyre (1988) claims that the question “What are those principles 
governing action to which no rational human being can deny his or her 
assent?” has been the central concern of moral philosophers. Hume’s 
appeal to consensus regarding the passions and Kant’s formulations of 
the categorical imperative and the principle of utility are seen as efforts 
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to answer it. But each of these answers, “turned out to be susceptible of 
rejection by the adherents of rival answers, whose claims to rational jus-
tifi cation were as much and as little contestable as those of its opponents” 
(p. 176). 

MacIntyre takes the position that universally recognized principles 
of rationality do not exist—that there are no nontrivial statements that 
all human beings of moderate intelligence would recognize as evidently 
true. “Even the law of non-contradiction as formulated by Aristotle has 
encountered thinkers both suffi ciently ingenious and suffi ciently wrong-
headed to deny it” (p. 251). Competing theories that are organized as 
deductive structures dependent upon fi rst principles can be evaluated 
only within the context of a coherent tradition that provides to the eval-
uators a shared conceptual framework. Even then the best one can do is 
to evaluate one theory relative to competing theories within the context 
of that framework. 

MacIntyre’s negative conclusion is unequivocal. There is no neutral 
ground, he insists, “no place for appeals to practical-rationality-as-such 
or a justice-as-such to which all rational persons would by their very 
rationality be compelled to give their allegiance. There is instead only 
the practical-rationality-of-this-or-that-tradition and the justice-of-this-
or-that-tradition” (p. 346). He argues further that the fi rst principles of 
any theory cannot be justifi ed or unjustifi ed independently of the theory 
as a whole; their evidentness or lack thereof is relative to the conceptual 
scheme embodied in the theory they are intended to support and their 
fate will depend on the success or failure of the theory in meeting objec-
tions that are posed to it. He argues that this is true equally of theories in 
the physical sciences and of those involving metaphysics or theology. 

Note that MacIntyre’s contention is against the possibility of fi nd-
ing a conception of rationality with which all rational persons would 
agree. Whether or not one accepts his position, it is not obvious that 
failure to do so would put us very far ahead. To defi ne rationality in 
terms of principles that would be considered undeniably true by all ratio-
nal persons is clearly circular. In the absence of a standard with which 
to distinguish between rational and irrational persons, we would have 
no way of knowing whose opinions to take seriously on this matter and 
whose to ignore.

Rationality and tutored intuition

If universal agreement, or universal agreement among all rational peo-
ple—ignoring for the moment the circularity of this qualifi cation—is too 
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much to expect, might we hope at least to fi nd a consensus among people 
who are especially well qualifi ed to have an informed opinion on the 
matter? If we go down this path, the question becomes, what does it 
mean to be qualifi ed to have an opinion that counts, and who is to pass 
judgment on this issue. If validity is to come from tutored intuition, who 
is to do the tutoring, and from where is the tutor’s authority to come? 
There is an obvious danger of an infi nite regress here. 

One might argue that to be qualifi ed to determine the canons of 
rationality means to have been trained in the appropriate disciplines. But 
here again there arises the question of who decides what the appropriate 
disciplines are and what their content should be. What seems to have 
happened, in fact, is that some individuals who call themselves logicians 
or epistemologists claim to have the necessary qualifi cations and have 
assumed the role of standard setters. And they are quite good at defend-
ing their qualifi cations and arguing the merits of the standards they set, 
using of course the rules of argument that they themselves have deemed 
to be appropriate. 

But this, it seems to me, can be considered proof by blatant asser-
tion. Moreover, there is the fact that logicians, epistemologists and oth-
ers trained in the appropriate disciplines often do not agree on what 
constitutes rationality and what does not. Perusal of the extensive com-
mentary on Cohen’s (1981) article on the question of whether human 
irrationality can be demonstrated experimentally is compelling evidence 
of this claim. What one highly qualifi ed individual considers to be an 
example of logically sound reasoning, another sees as the epitome of fal-
lacious thinking. 

Those who have studied human reasoning empirically are not 
agreed as to what constitutes rationality. Some (e.g., Gilovich, 1991; Kah-
ane, 1984; Manktelow, 1999; Margolis, 1988; Nisbett & Ross, 1980; Piat-
telli-Palmarini, 1994; Slovic, Fischhoff, & Lichtenstein, 1977; Tversky & 
Kahneman, 1974/1986) have documented many ways in which human 
reasoning and behavior often appear to be irrational, while others (e.g., 
Ayton & Hardman, 1997; Gigerenzer, 1991a, 1991b, 2004c; Henle, 1962b; 
Levi, 1983; MacDonald & Gilhooly, 1990; Messer & Griggs, 1983) have 
argued that what appears to be irrational thinking or behavior often can 
be explained on some other basis, sometimes including an untenable 
view of rationality held by the investigator. 

Even within a single discipline, unanimity is not to be found. Here 
is how MacIntyre describes the situation within philosophy: “Modern 
academic philosophy turns out by and large to provide means for a more 
accurate and informed defi nition of disagreement rather than for prog-
ress toward its resolution. Professors of philosophy who concern them-
selves with questions of justice and a practical rationality turn out to 
disagree with each other as sharply, as variously, and, so it seems, as 
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irremediably upon how such questions are to be answered as anyone 
else” (p. 3). 

Some writers have argued that investigators of human reasoning, 
especially those who have been most productive in amassing evidence 
of human irrationality, have often been insuffi ciently sensitive to the 
role that their own conception of rationality plays in their interpreta-
tion of their fi ndings and of the fact that other conceptions may be pos-
sible (Cohen, 1979, 1981, 1982; Gigerenzer, 1991a; Gigerenzer & Murray, 
1987). It is important to recognize, it seems to me, that rationality is, of 
necessity, rationality from some point of view. There is no escaping this. It 
does not follow that we cannot have strong opinions about what ratio-
nality is, or what it is best conceived to be, but in the fi nal analysis, we, 
as individuals, have to decide in favor of whatever makes sense to us, 
precisely because—and only because—it makes sense to us.

Is circularity inevitable?

To employ a rational argument to demonstrate the desirability of rational-
ity is to assume before the argument that rationality is desirable, and to 
rationally argue for the existence of rationality is to already assume the 
existence of the very rational process whose existence is at issue. (Levin-
son, 1988, p. 18)

According to one view, rational beliefs and behavior are beliefs and 
behavior for which one can give a rational justifi cation (Kekes, 1980). But 
the immediate question that arises, of course, is what constitutes a ratio-
nal justifi cation. Can rational justifi cation be defi ned without recourse, 
direct or indirect, to the very concept that is in need of defi nition?

Consider Aristotle’s law of contradiction, arguably the most intui-
tively compelling of all laws of logic, or, as Aristotle described it, the most 
indisputable of all principles: It is not possible for anything to be and not 
to be at the same time and in the same sense. How would one go about 
justifying this principle? One possibility is with a reductio ad absurdum 
argument: assume it to be false and see if that produces a problem. Let us 
assert that the law is false. For this assertion to be meaningful, given the 
normal use of language, it means that we would not also assert that the 
law is true. But in making this observation, we are implicitly acknowl-
edging the very law we have just asserted to be false. Asserting the law 
to be false leads to a situation that probably most of us would consider 
absurd; in recognizing the absurdity, we have made use of the principle 
in question, but can it be said that we have justifi ed it, beyond illustrating 
its intuitive compellingness? 
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Some argue that rationality is self justifying. Siegel (1988), for 
example, puts it this way: “in order to seriously question the worth of 
rationality, one must already be committed to it. For to ask ‘Why be 
rational?’ is to ask for reasons for and against being rational; to entertain 
the question seriously is to acknowledge the force of reasons in ascer-
taining the answer. The very raising of the question, in other words, 
commits one to a recognition of the force of reasons” (p. 132). Nagel 
(1995) says: “Reason is universal because no attempted challenge to its 
results can avoid appealing to reason in the end” (p. 213). Hauptli (1995) 
points out that such a tu quoque argument can cut two ways: when the 
fi deists, for whom faith is more fundamental than reason, are confronted 
with the argument that reason is self-justifying, they may respond with 
an equally compelling claim: “They may say to the rationalists: ‘Given 
your failure to provide a nonquestion-begging defense of your rational 
standards and commitment, you too manifest a fundamental non-ratio-
nal commitment: your “faith in reason” shows that you too are fi deists’” 
(p. 221).

Any normative theory of reasoning, judgment, decision making, 
or other form of intellective behavior purports to be a standard against 
which such behavior can be judged. But how does one judge the validity 
of any particular normative theory? If probability theory, or Bayesian 
decision theory, or the theory of expected utility is taken as a norm for 
decision making under uncertainty, decisions that are inconsistent with 
what the theory prescribes are considered faulty, but this is from the 
perspective of the theory. When we ask, is such and such a conception 
of rationality reasonable, are we not invoking some notion of rationality 
(reasonableness) to decide what constitutes rationality? This all seems 
very circular indeed.

Perhaps we should appeal to logic as the ultimate standard. But, as 
has already been noted, there are more logics than one, so to which one 
should we appeal? And even if there were only one, we would have to 
acknowledge that its development, or at least its explication, had occurred 
over many years and had been accomplished by human beings. Appar-
ently, as Peirce (1902/1956) points out, “it is not necessary, in order to 
reason, to be in possession of the theory of reasoning. Otherwise, plainly, 
the science of logic could never be developed” (p. 1781).

In his inimitable style, Charles Dodgson (Lewis Carroll) (1895/1977) 
illustrated the ease with which an attempt to use logic to justify logic can 
lead one to an infi nite regress. Achilles and the tortoise are having a 
philosophical discussion following their famous race. The gist of the dis-
cussion is as follows. Consider a syllogism with the two premises, A and 
B, and the conclusion, Z. The tortoise explains to Achilles that a person 
might refuse to accept the conclusion of this syllogism on either of two 
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grounds: disbelief in the truth of one or more of the premises or refusal 
to accept the form of the argument as valid. In the latter case, one denies 
that Z follows from A and B; in other words, one rejects the claim, let us 
call it C, “If A and B are true, then Z must be true.” Clearly the truth of 
Z cannot be inferred from the truth of A and B if one does not recognize 
the truth of C. But suppose one becomes convinced that C is true. Now 
it would seem that if one believes A to be true, B to be true, and C to be 
true, one must believe Z to be true. But, the pesky tortoise points out, one 
must believe Z only if one also believes the following claim, let us call it 
D, “If A and B and C are true, Z must be true.” It is easy to see that the 
road down which the tortoise is leading Achilles has no end. Philoso-
phers have disagreed as to how to think about what the tortoise had to 
say (Bartley, 1977).

Perhaps we need to try to ground reason on some basis that is 
independent of reason. We might take the position that reason has been 
shaped by evolution and that our success—or at least survival, so far—as 
a reasoning species proves the utility of this function. But, as Nozick 
(1993) points out, “the evolutionary explanation itself is something we 
arrive at, in part, by the use of reason to support evolutionary theory in 
general and also this particular application of it. Hence it does not provide 
a reason-independent justifi cation of reason, and, although it grounds 
reason in facts independent of reason, this grounding is not accepted by 
us independently of our reason” (p. 112). 

Perhaps we should look to mathematics for a basis on which to build 
that does not require any appeals to intuition. But here too we run into 
circularities. Probability theory has been held out by many as a reliable 
guide to reasoning under uncertainty ever since the beginnings of its for-
mulation in the 17th century. However, the development of probability 
theory was guided by the beliefs of its developers regarding what consti-
tutes rational thought. On more than one occasion, the early probability 
theorists discovered that what the emerging theory prescribed as rational 
behavior in specifi c instances violated the intuitions of individuals who 
considered themselves both rational and mathematically sophisticated—
to wit the St. Petersburg paradox—and, in such instances, these indi-
viduals were inclined to desert the theory and follow their intuitions. 
Such discrepancies between the dictates of probability theory and intui-
tive notions of rationality led sometimes to modifi cation of the theory, 
and to much debate, not yet ended, about what probability means and 
its implications for human judgment and behavior (Daston, 1980; David, 
1962; Hacking, 1975, 1990; Nickerson, 2004; Stove, 1986). 

MacIntyre’s (1988) answer to the question of the possibility of 
establishing a theory on self-evident fi rst principles is as follows: “It 
is a necessary condition for the truth of any such doctrine that of any 
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allegedly self-evident fi rst principle identifi ed by that doctrine it is the 
case that either every intelligent and adequately refl ective human being 
assents to it or those intelligent and adequately refl ective individuals who 
withhold their assent can be shown by adequately good reasons to be 
guilty of either intellectual error or of bad faith” (p. 234). As he points 
out, some proponents of basing doctrines on self-evident fi rst principles 
have simply dismissed people who failed to acknowledge the evidentness 
of those principles as in some way intellectually or morally defi cient, but 
this is not acceptable in the absence of some basis for determining intel-
ligence, adequate refl ectiveness, and good faith. Again, we fi nd ourselves 
in the position of a sausage maker who discovers that the fi rst ingredient 
his recipe calls for is a bit of the very sausage he wants to make. Is circu-
larity inevitable when it comes to setting standards for rationality? I see 
no way of escaping it. 

Assessing Rationality

Much of the experimental work on human reasoning has focused on 
deduction. This is due, in part perhaps, to the view of many investigators 
that the ability to make valid deductions is the sine qua non of rationality, 
and, in part, also to the fact that performance can be evaluated objec-
tively against widely accepted rules of inference. 

Uncertainty of inferences from outcomes to processes

One of the diffi culties associated with the assessment of reasoning is that 
of determining the bases on which conclusions are drawn. What appears 
to be illogical reasoning has been attributed by some investigators to mis-
interpretation or transformation of one or more parts of an argument 
(Bucci, 1978; Henle, 1962b). According to this view, people often mis-
interpret one or more of the premises of an argument, and then reason 
logically from the premises as misinterpreted; if the conclusion follows 
from the premises as misinterpreted or transformed by the reasoner, the rea-
soning should be considered sound and the problem viewed as rooted 
in the fallible use of language. This position has been referred to as the 
premise conversion hypothesis, because the prototypical example that is 
used is that of interpreting the assertion “All A are B” as equivalent to its 
converse “All B are A.”

The hypothesis that what appear to be errors in reasoning really 
result from misinterpretations of language or revisions of arguments has 

□

RT94878_C002.indd   46RT94878_C002.indd   46 8/29/2007   11:11:50 AM8/29/2007   11:11:50 AM



The Search for Standards of Rationality 47

two serious weaknesses. First, inasmuch as any invalid argument can be 
made valid if suitably transformed, one can account for any reasoning 
error on this basis, so one cannot distinguish between the two possibili-
ties by examining the errors. I call this a weakness, but it must be admit-
ted that an argument can be made that it simply refl ects the way things 
are. Smedslund (1970) has made an argument of this type in claiming 
that the study of the relationship between logic and understanding is 
constrained by an uncertainty principle of the following sort: to deter-
mine whether one’s approach to a reasoning task is logical, it must be 
assumed that one understands the task; on the other hand, to deter-
mine whether one understands the task, it must be assumed that one’s 
approach to it is logical. According to this view, in order to study one of 
these variables one must make an assumption about the other, and there 
is no way out of this bind.  

Second, for practical purposes it makes little difference whether 
one arrives at a wrong conclusion because of faulty reasoning or as a con-
sequence of taking the liberty of revising the argument: the important 
thing is that one arrives at the wrong place in either instance. Despite 
these problems, the distinction could have implications for teaching. If 
one assumes that a student’s problem is basically linguistic, one is likely 
to take a different approach to remediation than if one believes it stems 
from a faulty understanding, or application, of logic.

What appears to be valid syllogistic reasoning can also result from 
an appeal to knowledge derived from experience, and not only from the 
drawing of inferences from premises, which is to say that people can come 
to conclusions that are deemed valid vis-à-vis rules of a logic by consult-
ing memory for problem-related experiences. This idea has gained sup-
port from several experimental studies (Griggs & Cox, 1982; Manktelow 
& Evans, 1979; Reich & Ruth, 1982). One of the reasons for using abstract 
problems to study reasoning is to avoid confounding the roles of reason-
ing and memory, the assumption being that people cannot solve abstract 
problems by making use of their experience (except, possibly, experience 
they have had solving abstract reasoning problems). Inasmuch as most of 
the problems that people face in everyday life involve concrete situations, 
however, there is great interest in knowing how well they reason—as 
opposed to how effectively they consult memory—in those situations, 
and it cannot be assumed that what they do when trying to solve abstract 
problems is an accurate indication of how they approach concrete prob-
lems that are meaningful to them. 

The riskiness of taking the production of the correct answer to a 
reasoning problem as evidence of one’s ability to reason effectively is 
illustrated by Wason’s (1966) well-known selection task and variants of 
it. In one version of this task, subjects see four cards, showing an A, a B, 
a 1, and a 2, say, and are asked to indicate which cards should be turned 
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over in order to determine the truth or falsity of the claim that any card 
with a vowel on one side has an even number on the other. The perfor-
mance of college students on this task is notoriously poor; typically a 
small minority gives the correct answer: the card showing the A and the 
one showing the 1.

Several investigators have found that the same formal problem is 
much more likely to be solved correctly when it is cast in a familiar con-
crete context. Johnson-Laird, Legrenzi, and Legrenzi (1972), for exam-
ple, demonstrated this by having people indicate which of four envelopes 
(one sealed, one unsealed, one with a specifi ed stamp, one without that 
stamp) would have to be examined in order to determine compliance 
with a rule specifying that if a letter is sealed, it must contain the speci-
fi ed stamp. In a later study with the same task, older British subjects who 
were familiar with an obsolete postal regulation relating postage and 
envelope sealing did better than did younger subjects not familiar with 
it (Golding, 1981). Such fi ndings, which have been replicated in many 
studies, have been cited in support of the idea that what may appear to be 
effective use of rules of inference may sometimes be primarily a matter 
of recall (Cheng & Holyoak, 1985). Other explanations of performance 
on Wason’s task that assume that choices are often based on something 
other than logic have been proposed. 

Separating the roles of memory and reasoning in the performance 
of concrete tasks poses a nontrivial methodological problem. If it is always 
possible to explain performance on reasoning tasks involving semantic 
content on the basis of one’s knowledge about the content, it can never 
be established that reasoning as such is occurring at all. However, it is 
possible to structure reasoning problems involving semantic content in 
such a way that the conclusions dictated by logic are not consistent with 
one’s (presumed) knowledge of the world. In such cases, when logic pre-
scribes one conclusion and knowledge another, and participants clearly 
understand their task to be to reach logically valid (as opposed to factu-
ally true) conclusions, it should be possible to tell which is playing the 
more infl uential role. At least one can say, when people draw logically 
valid (but factually false) conclusions in such cases, that those conclu-
sions were not dictated by their knowledge of the facts. Similarly, when 
a conclusion is drawn that is inconsistent with logic, one knows that 
whatever the process that produced the conclusion was, it was not logi-
cally valid. 

Another explanation of how people might solve reasoning problems 
without making use of traditional logic assumes the use of thought pat-
terns, such as pragmatic reasoning schemas, that lead to the same conclu-
sions that would have been reached had formal logic been used (Cheng 
& Holyoak, 1985; Cheng, Holyoak, Nisbett, & Oliver, 1986; Griggs & Cox, 
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1993). With respect to what is necessary to verify the accuracy of an 
assertion, the schema for a suffi cient but not necessary cause, for exam-
ple, is analogous to the conditional (“if A then B”), whereas the schema 
for a necessary and suffi cient cause is analogous to the biconditional (“if 
and only if A then B”). The point here is not quite the same as that of 
the possible role of memory of problem-related experiences. At least in 
theory, schemas could be applied to abstract problems as well as to prob-
lems with semantic content. 

Still another possibility that has been proposed is that people con-
struct mental models or other cognitive means of representing situa-
tions. The fundamental assumption is that, when faced with a reasoning 
task like that of evaluating a syllogism, people try to imagine conditions 
under which the premises could be true and the conclusion false. This 
they do by laying out, in the mind’s eye, as it were, specifi c representa-
tions of what the premises and conclusion assert, looking for inconsis-
tencies among them; if no inconsistencies are found, the reasoning is 
deemed to be sound. This idea has been articulated most completely by 
Johnson-Laird (1983; Johnson-Laird & Bryne, 1991), but has been sup-
ported, in whole or in part, by others as well (Evans, 1982; Holyoak, 
1985; Manktelow & Over, 1991). 

The possibility that people sometimes approach experimental tasks 
in ways that differ from any of the alternatives considered by an experi-
menter is a serious problem in the study of cognition. An experiment 
designed to determine whether people typically do A or B, where A and B 
are considered the entire universe of possibilities, will not be very infor-
mative—or may produce misleading results—if what people actually do 
is C. Or if, on the assumption that people invariably approach a particu-
lar type of task in a specifi ed way, one designs an experiment to discover 
how effectively or ineffectively they use that approach, what one learns 
will be of questionable value if people really approach the task in a way 
that differs from what the experimenter assumed to be the case.

What makes this problem insidious is that performance may be 
interpretable in terms of the assumed approach even if that approach is 
not used. Judgments of the worth of gambles are sometimes consistent, 
for example, with those implied by the products of subjective values and 
subjective probabilities, but this is not compelling evidence that people 
making the judgments actually perform such computations (Lopes, 1976; 
Lopes & Ekberg, 1980). Lopes suggests one way—which she refers to 
as serial fractionation—in which people could produce such judgments 
without performing the multiplications; if one wishes to believe, how-
ever, that the multiplications are actually performed, the results of the 
usual experiment will not force one to discard that belief, or even cause 
one to question it. Other examples are easily identifi ed. 
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Making inferences from performance to process, from outcomes of 
efforts to solve reasoning problems to the details of the mental activ-
ity that produced those outcomes, is a tricky business. Many research-
ers believe that people sometimes draw logically incorrect conclusions 
despite reasoning logically (because of misinterpreting or transforming 
the problem as given), others believe they sometimes draw the right con-
clusions without reasoning, in the sense of making inferences, at all. The 
fact that people who have studied reasoning intensively have arrived at 
these conclusions is strong evidence that fi guring out what is going on in 
the head of one who is presumably engaged in reasoning is not easy. 

Uncertainty of introspective and 
retrospective descriptions

Both introspection and retrospection can be sources of interesting ideas, 
but neither is an ideal means of explicating reasoning processes. The fact 
that we are able to introspect on our thinking is itself of considerable 
interest. It is as though one can split oneself into two cognitive agents, 
the fi rst to carry on some cognitive task and the second to observe the 
fi rst doing so. How we manage this is not well understood. It is clear, 
however, that the act of introspecting requires some cognitive resources 
and it would be surprising if it did not interfere to some degree with the 
performance of the task on which the introspection is focused; at the 
very least, the quality of the experience must be different when one is 
introspecting from when one is not (Brentano, 1973).

Moreover, if the act of introspecting radically changes the nature of 
the thought process under observation, this cannot be detected through 
introspection, inasmuch as introspection can yield information only 
about the appearance of the process when introspection is going on. Try-
ing to get an introspective glimpse of one’s thinking when one is not 
introspecting is like trying to get a look at one’s self in the mirror without 
seeing one’s refl ection looking back. 

Retrospection is at least as mysterious a process as introspection. In 
this case one refl ects on one’s thinking after the fact. An obvious concern 
here is with the reliability of memory: how does one know that what 
one remembers is an accurate representation of what took place? There 
is a more subtle problem as well. What exactly is one remembering? If 
one was paying attention to what one was thinking when one was doing 
it (i.e., introspecting), we could see how there would be something to 
remember. But, as noted above, we cannot be sure that one’s thought 
process is the same when one is introspecting as when one is not, so at 
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best we would have a memory of thinking under introspection. And if 
one was not introspecting, how did the substance of the thought get com-
mitted to memory? There is even a question as to whether reasoning pro-
cesses (as opposed to reasoning products) are open to introspection; when 
asked to describe the process by which one has arrived at some conclusion 
in a reasoning task, what one may do is construct an explanation that, in 
retrospect, seems to account for one’s behavior (Evans, 1982).

I suspect that most of us believe we can indeed introspect on our 
thinking, and that we can remember what we have thought, whether or 
not we were introspecting about it at the time. We fi nd nothing strange 
about the claim “I remember thinking thus and so.” Of course, the fact 
that one is convinced that one can remember accurately what one has 
thought does not make it so; but perhaps we have to settle for our intu-
itions again. So far as I know, memory for thought has not been the focus 
of much research. It is not clear exactly how one would go about doing 
research on the subject, but it is an intriguing topic nonetheless. 

These kinds of diffi culties aside, the evidence is not very compel-
ling that people are good at explaining their own thought processes after 
the fact (Ericsson & Simon, 1980; Nisbett & Wilson, 1977a). Retrospec-
tive accounts of the thinking involved in signifi cant episodes of decision 
making or problem solving or invention are notoriously suspect as reli-
able sources of evidence of the details of the thought processes involved 
(Perkins, 1981). Explanations or descriptions of the processes by which 
one has arrived at conclusions or decisions may not be accurate repre-
sentations of those processes, but after-the-fact constructions (Soelberg, 
1967; Wason & Evans, 1975). 

Consistency as a Sine Qua Non of Rationality

The sort of irrationality that makes conceptual trouble is not the failure 
of someone else to believe or feel or do what we deem reasonable, but 
rather the failure, within a single person, of coherence or consistency in 
the pattern of beliefs, attitudes, emotions, intentions and actions. (David-
son, 1982, p. 290)

One candidate for a principle that would be recognized widely, if not 
universally, as basic to rationality surely must be the principle of con-
sistency. Even young children generally acknowledge the force of this 
principle whether or not they can verbalize it explicitly. They are quick 
to detect inconsistencies in arguments their parents make on issues that 
matter to them and may protest bitterly about the unfairness of it all with 

□
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words like “but yesterday you said . . .” One would be hard pressed to fi nd 
many adults of normal intelligence, I think, who would not acknowledge 
consistency to be a good and desirable thing and would view a tendency 
to be inconsistent as justifi cation for not taking very seriously what one 
had to say. 

Consistency seems also to carry considerable weight in ethics. We 
generally consider it to be unfair to demand a standard of conduct of oth-
ers that one is not willing to apply to oneself. Similarly, we tend not to 
hold in high esteem one who adjusts his standards of conduct from time 
to time for purposes of convenience. 

It is easy to speak of consistency as though there is no danger of 
confusion about what is meant by the term. In fact, we may distinguish 
several types of consistency, including consistency among beliefs, con-
sistency among actions, consistency between beliefs and behavior, and 
consistency of beliefs with evidence or data. All of these types of consis-
tency relate to common notions of rationality. 

Internal consistency among beliefs

[E]very reasonably sophisticated person realizes that he holds inconsis-
tent beliefs. He can see that all his friends are vulnerable to that failing, 
so unless a person has managed to convince himself of his unique wis-
dom, he will have to allow that like everyone else he too presumably has 
inconsistent beliefs. But that does not imply he can give an example. For 
if he found an example, he would somehow adjust those beliefs, whose 
incompatibility would now no longer be successfully tamed. (Margolis, 
1987, p. 221) 

Consistency among personal beliefs is considered by some to be the hall-
mark of rationality, or at least an objective toward which rational peo-
ple invariably strive (Abelson, 1959; Festinger, 1957; McGuire, 1966). 
Whether, in fact, people’s beliefs tend to be internally consistent is a mat-
ter of some debate. According to one view, they tend to be locally consis-
tent in an intuitively meaningful way—closely related beliefs are at least 
loosely consistent—but they lack global consistency and even the local 
consistency may not satisfy a strict logical criterion (Abelson, Aronson, 
McGuire, Newcomb, Rosenberg, & Tannenbaum, 1968). Beliefs often 
occur in clusters; a person’s attitude—pro or con—toward a controversial 
issue such as the justifi ability of the death penalty, for example, is a rela-
tively good predictor of other related beliefs (Boehm, 1968; Jurow, 1971). 
According to the assumption of local consistency, beliefs within a cluster 
are likely to be more consistent than beliefs from different clusters. 
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Bem (1970) characterizes one prevailing view—not his own—as 
holding that the beliefs and attitudes to which people subscribe tend not 
to be random collections but rather coherent systems that are internally 
and psychologically consistent, and that when a person’s beliefs and 
attitudes appear to be inconsistent, an underlying consistency can be 
found if one probes suffi ciently deeply into the basic premises underly-
ing them. Various stratagems may be used for reducing inconsistency 
(Abelson, 1959, McGuire, 1966), but the very existence of these strata-
gems can be taken as evidence of the importance the individual attaches 
to being consistent. Bem rejects the idea that people’s belief systems are 
consistent: “My own suspicion is that inconsistency is probably our most 
enduring cognitive commonplace” (p. 34).

Albert (1985) argues that some people, especially those who have 
an authoritarian, dogmatically structured belief system, are likely to 
maintain a belief system that is compartmentalized in the sense that 
closely related beliefs are clustered in compartments that are relatively 
isolated from each other. Such people would have no incentive to revise 
beliefs that were inconsistent with beliefs in other compartments because 
they would not be aware of the incompatibilities. On the basis of experi-
mental evidence, Lewandowsky, Kalish, and Ngang (2002) suggest that 
people may simplify the problem of acquiring knowledge by partition-
ing what they learn into independent parcels that can contain mutually 
contradictory information.

In the framework proposed by Holland, Holyoak, Nisbett, and Tha-
gard (1986), a cognitive system represents its world with mental mod-
els organized into default hierarchies. The components of these models 
need not be consistent across different levels of the hierarchy. “People are 
not trying to develop coherent views of the world . . . They are merely 
attempting to generate accurate predictions for whatever portion of the 
world they are focusing on at the moment. Thus their beliefs at some 
higher level of a default hierarchy may be quite inconsistent with their 
beliefs at some lower level of the hierarchy” (p. 38). 

A different position is taken by Macnamara (1986) who argues that 
consistency among beliefs is essential, because “if the mind formed a sin-
gle logical system and if it were inconsistent, it would be a logical mess” 
(p. 180). He concedes the truth of the argument made by some, that if 
the mind had relatively isolated subsystems, it would not necessarily be 
a mess if there were inconsistencies across subsystems, but he contends 
that such inconsistency has not been demonstrated and that there is, 
therefore, no good reason to worry about it. 

My sense is that few psychologists would strongly defend the claim 
that people only entertain internally consistent belief sets, but that most 
would see internal consistency as an ideal to which people should, and 
perhaps do, aspire. But how hard should one strive to achieve this ideal? 
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Cherniak (1986) distinguishes between the ideal consistency condition, 
whereby, “if A has a particular belief-desire set, then if any inconsistency 
arose in that set, A would eliminate it (p. 17),” and what he refers to as 
the minimal consistency condition, whereby “If A has a particular belief-
desire set, then if any inconsistencies arose in that belief set, A would 
sometimes eliminate some of them” (p. 16). 

The ideal condition, in Cherniak’s view, is too strong to be descrip-
tive of real human beings; moreover he rules it out as a prescriptive model 
by noting that there often are activities that are more epistemically desir-
able than maintaining perfect consistency. Sometimes, in other words, 
eliminating an inconsistency is not worth the effort—or opportunity 
cost—of doing so. Harman (1995) expresses a similar idea in his general 
principle of clutter avoidance: “It is not reasonable or rational to fi ll your 
mind with trivial consequences of your beliefs, when you have better 
things to do with your time, as you often do” (p. 186). Harman (1986) 
argues that under some conditions it is rational even to retain inconsis-
tent beliefs after one has discovered that one has them, as, for example, 
when one has neither the time nor the ability to trace the sources of the 
inconsistency. In such a case, rationality does demand, however, as Har-
man sees it, that one try not to exploit the inconsistency. 

Two assertions should be distinguished: (1) that human beings 
often entertain inconsistent beliefs, and, (2) that resolution of all the 
inconsistencies in one’s belief set is not a requirement of rationality. The 
fi rst assertion is an empirical one and considerable evidence can be cited 
in its support. The second assertion is a theoretical one that is motivated 
by a recognition of the fi nite cognitive resources of human beings; we 
will return to it at the end of this chapter.

Consistency among actions

Suppose you are about to purchase a household item costing on the order 
of $100 at a neighbourhood store and you discover that you can buy that 
item for about $25 less at a store across town. Would you make the trip? 
What if what you were buying were a “large-ticket” item, like a new 
car? Would you incur the same inconvenience to save the same $25? 
Thaler (1985) found that some people who would make the trip to real-
ize the savings on a relatively inexpensive item would not do so to save 
the same amount on a much more expensive purchase. This is seen as 
an example of behavioral inconsistency. One might argue that this is not 
necessarily being inconsistent in specifi c cases because more may be at 
stake than what appears; in the above illustration, for example, the $25 
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saving in the case of the car purchase may be overwhelmed by other 
considerations, such as the anticipated convenience of obtaining future 
service from a nearby dealer. Nevertheless, the point of the illustration is 
intuitively compelling: the difference of a few dollars seems smaller—less 
worth worrying about—in the context of a large amount of money than 
in that of a small amount. 

The concepts of personality and personality types rest in part on the 
assumption that a given individual behaves more or less the same way 
in similar situations. The evidence of consistency is not always as strong, 
however, as one might expect. We might consider a person brave, for 
example, who characteristically faces dangerous situations with equa-
nimity. There undoubtedly are such people, but it may more commonly 
be the case that the same individuals are brave in some situations and 
not so brave in others. Evidence on the subject of risk-taking behavior 
seems to suggest that there is little intra-individual consistency here; the 
same people who are highly risk averse in some situations are risk seek-
ing in others (Davidshofer, 1976; Slovic, 1962). Margolis (1987) notes 
that any given individual plays many roles in life—perhaps sibling, par-
ent, employee, warrior, teacher, and so forth, and that when playing 
one role one may be largely unaware of contradictions between one’s 
behavior in that role and the behavior in which one would engage when 
functioning in a different role.

Behavioral consistency is a complex issue. Grossly inconsistent 
behavior that has no identifi able cause—wildly different reactions to 
similar situations on different occasions—is likely to be seen as irratio-
nal behavior. A degree of consistency is essential to the concept of person 
and to the maintenance of stable interpersonal relationships; if people 
were suffi ciently inconsistent in their behavior so that their reactions to 
events were totally unpredictable, interactions between people would 
be chaotic. Complete consistency is not to be expected, however, and 
given the impossibility of identifying all the causes of any particular bit 
of behavior, it is not clear that completely consistent behavior could be 
recognized as such if it occurred. How consistent behavior must be in 
order to be considered rational is an open question; we can say of some 
behavior that it is irrational on the basis of its gross inconsistency, but the 
dividing line between rational and irrational behavior on the dimension 
of consistency is not easy to locate precisely.

One can think of situations in which one might deliberately be 
inconsistent. If, for example, one wants one’s behavior not to be pre-
dictable—as for example, when one is involved in certain types of 
competitive games or confl ict situations—one may be inconsistent 
for the purpose of making it diffi cult for one’s opponent. But these 
might be considered special cases, and ones that does not challenge the 
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 tenability of the notion that behavioral consistency is desirable, gener-
ally speaking. 

Consistency between beliefs and behavior 

It is in some sense  “irrational” to assent to  “I should do M” and then fail 
to intend to do M. (Clarke, 1985, p. 20)

A given behavior can be consistent with incompatible beliefs. If I believed 
that I could fl y, jumping out of a 10-story window would be a reasonable 
thing to do even if I wished myself no harm. If I believed that jumping 
from the window would result in striking the ground with great force, 
jumping would be a reasonable thing to do only if I wished to hasten my 
demise. But one would have to say that the act of jumping was consistent 
with my belief in both cases. If I believed that jumping would result in 
striking the ground with great force, and I wished myself no harm, jump-
ing would be an unreasonable thing to do. One might say that jumping 
would be inconsistent with my belief given my intention not to harm 
myself, or that it would be inconsistent with my intention not to harm 
myself, given my belief. The point is that one must know both the belief 
and the intention in order to conclude that an act is unreasonable from 
the actor’s point of view.

One might argue that it is not clear that “inconsistency between 
belief and behavior” is a meaningful concept, at least in this context. One 
believes what one believes; whatever one does must be consistent with 
those beliefs in the sense that the beliefs do not prevent one from doing 
it. If I believe that jumping out of window of a 10-story building is likely 
to end my life and I jump anyway, the act of jumping—while certainly 
bad for my health—is not inconsistent, operationally, with my belief. 

An interpretation that can be put on the idea of behavior that is 
inconsistent with belief is behavior in which a rational person who held 
that belief would not engage. But this makes consistency a property of 
rationality as a matter of defi nition, and without some reliable way of 
determining what a rational person who believed X would and would 
not do, it does not help much. Another, and closely related, interpreta-
tion is behavior that would not be expected of a person who held that 
belief. In this case, we are saying that the behavior is inconsistent with 
prevailing assumptions about what kinds of behavior specifi c beliefs 
would lead to or permit. This seems to come close to taking the fact that 
one has behaved in a certain way as evidence that one must not hold a 
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certain belief that is considered incompatible with that behavior, which 
is not necessarily to deny that one may profess to hold that belief—per-
haps even to believe one holds that belief.

What about the possibility of unwittingly behaving in a way that is 
inconsistent with one’s beliefs? Suppose behavior Y (smoking) is incon-
sistent—by some interpretation—with belief X (that one should not will-
fully do things that are injurious to one’s health). Might it not be possible 
for one to believe X and do Y without seeing the connection between 
the belief and the behavior? My sense is that unwitting inconsistency 
between belief and behavior would not be considered evidence of irra-
tionality by most of us, but that persistence in the behavior when the 
inconsistency is made clear would. 

In the abstract, it is hard to imagine people who have no wish to 
harm themselves doing things that they believe will harm them. But 
people smoke, use addictive drugs, drive recklessly, and engage in many 
forms of behavior that are very likely to have harmful consequences. Are 
we obliged to assume that either they do not believe in the harmfulness 
of these forms of behavior, despite the fact that they sometimes claim 
they do, or that they really wish themselves harm? It seems to me pos-
sible for people to do things that they really believe are harmful to them, 
even while wishing not to harm themselves. Addiction is the prototypi-
cal example of this possibility, but it is not the only one. All of us, I sus-
pect, knowingly do things on occasion that we realize are not in our own 
best long-term interest even while having our best long-term interest at 
heart. I see this as irrational behavior and believe that understanding it 
better is a major challenge to research. 

A particularly interesting laboratory fi nding relating to consistency 
between beliefs and behavior is that when people are induced to act in 
certain ways, they tend to internalize attitudes or dispositions that are 
consistent with those actions (Fazio, Effrein, & Falender, 1981; Snyder 
& Swann, 1978). This suggests that we instinctively value consistency 
between what we believe and what we do, or that we are uncomfortable 
acting in ways that are inconsistent with our beliefs. As Koehler (1991) 
puts it, “[a] great deal of work in social psychology has demonstrated 
that people wish to be consistent in their attitudes and behavior and are 
willing to alter one or the other to attain a consistent state” (p. 508). 
There is some evidence, however, that the effort that will be made to 
attain consistency may vary inversely with the degree to which people 
consider themselves to have a real choice in the matter; they are less 
likely to strive to resolve the inconsistency, for example, when forced to 
act inconsistently than when they have the option not to do so (Collins & 
Hoyt, 1972; Holmes & Strickland, 1970; Linder, Cooper, & Jones, 1967).
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Principled behavior

Closely related to the idea of consistency between beliefs and behavior 
is that of principled behavior. People are said, sometimes, to behave in 
accordance with certain principles. Nozick (1993) raises the question of 
why we have principles and discusses it at some length. He suggests that 
principles serve several functions. One of them is to make behavior more 
predictable—more dependable—than it otherwise would be, and this 
has certain benefi ts to individuals and to society in general. “Principles 
constitute a form of binding: we bind ourselves to act as the principles 
mandate. Others can depend upon this behavior, and we too can benefi t 
from others’ so depending, for the actions they thereby become will-
ing to undertake can facilitate our social ease and interactions, and our 
own personal projects as well” (p. 10). The importance that we attach to 
this kind of predictability or dependability is refl ected by the low esteem 
in which “unprincipled” people whose actions do not show it are held. 
People invest in principles, Nozick claims, by adhering to them, and the 
more they have invested in a principle, the greater the cost to them of 
violating it in any particular instance. Violation of a principle not only 
demonstrates an inability to adhere consistently to that principle, but 
raises the question of one’s ability to adhere to principles in general in 
the face of strong temptation to violate them. Because violation is costly, 
one should be careful in deciding which principles to adopt. 

Nozick sees principles as intimately connected with rationality. “To 
speak of something, an action or belief, as rational is to assess the reasons 
for which it was done or held (and also the way in which the person took 
account of the reasons against doing or believing that). If reasons are, by 
their nature, general, and if principles capture the notion of acting for 
such general reasons—so that the person is committed to acting thus in 
other relevantly similar circumstances also—then to act or think ratio-
nally, one must do so in accordance with principles” (p. 40).

Principles have the practical effect, important for a creature of lim-
ited rationality, of simplifying decisions by acting as fi lters, making it 
unnecessary for one to consider options the selection of which would 
violate them. Of course, this would be true of any principle and could 
simplify the making of poor decisions as well as good ones. If, for exam-
ple, I were to operate on the principle that no philosopher is to be taken 
seriously, I would not have to weigh the pros and cons of committing 
time to the reading of Nozick’s book; my decision making would be made 
simpler, but not necessarily better. 

Acting in accordance with principles does not, in itself, guarantee 
consistency. There is always the possibility of applying a principle selec-
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tively—applying it when it suits one’s purposes and ignoring it when it 
does not. And principles can be in confl ict. One may sincerely espouse 
each of two principles, because one believes each of them to be laudable 
when considered separately, but then fi nd oneself in a situation in which 
in order to honor one of the principles, one must violate the other. One 
way to resolve some of the confl icts that might arise is to recognize a 
hierarchy of principles in which those at any given level take precedence 
over those at a lower level. This does not solve the problem of resolving 
confl icts that might arise between principles that are deemed to be at the 
same level of precedence. Ethical dilemmas are often of this sort. 

Sometimes a principle that seems compelling in the abstract can 
prove to be problematic when an attempt is made to apply it consistently 
in different contexts. Sniderman, Brody, and Tetlock (1991) illustrate 
the point with the principle that one should be tolerant of people with 
ideas different from one’s own. “[I]t is intolerant to refuse to accept as 
legitimate a group merely because its ideas are different; it is by no means 
intolerant—indeed it may refl ect an effort to defend tolerance—to refuse 
to accept as legitimate a group because its conduct is violent and illegal. 
It is thus intolerant to refuse to tolerate socialists, but tolerant to refuse 
to tolerate terrorists” (p. 136). 

The idea of living by principles has much to recommend it, espe-
cially as a way of facilitating attainment of some measure of consistency 
of behavior, but it does not ensure avoidance of dilemmas and hard 
choices. Baron (1998) gives many examples of how decisions made by 
the infl exible application of principles can have effects unintended, and 
unwanted, by those who make them.

Consistency of beliefs with evidence

Surely everyone would agree that beliefs should be consistent with what-
ever evidence one has that is relevant to them. But if this principle is uni-
versally accepted, how is it that different people with access to the same 
evidence end up believing different things? There are at least two plausi-
ble answers to this question. First is the fact that evidence requires inter-
pretation, and how one interprets evidence depends to no small degree 
on what one already believes. Second, having access to evidence and 
availing oneself of that access are not the same. What we read, what we 
listen to, what we watch on television are largely under our own control. 
Much research suggests that we are inclined to seek information that is 
consistent with our beliefs rather than information that would challenge 
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them, and that we selectively process the information that presents itself 
to us, again so as to favor existing beliefs. 

Our tendency to treat evidence selectively and partially is generally 
considered a major human failing—one of the more signifi cant ways in 
which we fall short of being completely rational. I see it that way and 
believe to be in good company in doing so (Nickerson, 1998). However, 
it should not escape our notice that this tendency is, somewhat  ironically 
perhaps, a testament to the high value we attach to consistency. If con-
sistency between our beliefs and evidence were of no importance to us, 
we would have no reason to guard beliefs from information that is incon-
sistent with them. 

Indeterminacy of consistency

In this discussion consistency has been treated as an intuitively mean-
ingful concept and the question of whether the consistency of entities 
(beliefs, actions) nontrivial in number can be determined has not been 
raised. Something must be said on both of these issues. Let us consider 
the question of establishing the consistency among a set of assertions, 
each of which can be said to be true or false.

What does it mean for two assertions to be consistent? In the sim-
plest terms I can imagine, it means the absence of contradiction—that 
the truth of either one of these assertions does not preclude the truth of 
the other. Beyond this, it has no implications for the truth of either asser-
tion: both could be true, both could be false, or one could be true and 
the other false. However, for two assertions to be inconsistent means that 
they cannot both be true; if one of them is true, the other must be false. 

To say that a given number, n, of assertions are consistent is to say 
that they all could be true. It is also the case that they all could be false 
or that some could be true and others false. No combination is ruled out. 
To say that n assertions are inconsistent, as a set, is to rule out only the 
possibility that they are all true. Suppose we had 1,000 assertions and 
we knew that the fi rst 999 of them were all true. If we knew that the set 
was inconsistent, we would know that the 1,000th assertion was false. 
Note however that if we knew that some of the assertions were true and 
others were false, this would not suffi ce to let us conclude that the set 
was inconsistent. 

From the foregoing it follows that to be sure that n assertions are 
consistent one must convince oneself that they all could be true, which 
is to say that none of them singly, or in combination, contradicts any of 
the others. I say “singly or in combination” because it is possible for an 
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assertion to be consistent with each of two other assertions singly but 
inconsistent with them when combined. For example “All A are B” is 
consistent with “All C are A” and with “No C are B” individually, but not 
with “Some A are not B,” which they jointly imply.

Now suppose one wished to determine the consistency of a given 
assertion with an existing set of n assertions, which we will presume to 
be consistent. What one would have to do is check the consistency of the 
new assertion with each of the n existing assertions, and also with each 
of the 2-way, 3-way, and n-way combinations of these assertions. There 
are 2n– 1 ways to partition a set of n items into subsets each of which 
contains one or more items, so one would have to make this number of 
checks. This number grows suffi ciently rapidly with n to rule out the 
feasibility of such a checking process for sets of more than very modest 
size, even if it were a trivially easy matter to decide whether any given 
assertion is consistent with any other assertion, including those asser-
tions that are implied by combinations of two or more assertions. 

Suppose, for purposes of illustration, that one held 300 assertions. 
This would be a singularly unimpressive store of knowledge, at least as 
compared with some estimates of what the average person knows. But 
even such a small set would require more than 10100 checks to determine 
that a new assertion was consistent with the entire set that comprised 
the existing knowledge base. Assuming the universe is between 1010 and 
1011 years old, a computer that could make a check every picosecond 
(10-12 second) and that had been checking continuously since the instant 
of the big bang would by now have made roughly 1030 checks, which is 
such a small fraction of 10100 that if it were subtracted from 10100, there 
would be approximately 10100 left. In other words the progress made by 
our imaginary supercomputer toward its goal would be so small relative 
to the magnitude of the task that one would be justifi ed in saying it had 
hardly begun.

This is a variation on the argument made by Stockmeyer and Meyer 
(described in Poundstone, 1990, p. 183 and following pages), who pointed 
out that if a sphere 100 billion light years in diameter (considerably larger 
than the known universe) were tightly packed with proton-sized (10-15 
meter) computers, each capable of checking for a contradiction in 10-23 
second (roughly the time required for light to travel a distance equal 
to a proton’s diameter), and the resulting machine were to run non-
stop at full tilt for 100 billion years or so, it could make on the order of 
10168 checks, which would be enough to ensure the logical consistency 
of about 558 beliefs. 

The moral of this little excursion into combinatorics is that, M. Des-
cartes notwithstanding, it is not reasonable to require of human beings 
that they hold only beliefs that they can be sure are mutually consistent. 
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It is very doubtful whether any individual who was suffi ciently commit-
ted to skepticism to hold only those beliefs that could be directly deter-
mined to be consistent could believe enough to survive in a physical 
world. Margolis (1987) puts it this way: “A brain that required global 
consistency—one able to act effectively only if it held globally consistent 
beliefs—would be doomed in Darwinian competition with brains that 
could act on the pattern cued now without self-defeating hesitation or 
vacillation” (p. 132).

Does this leave us in a hopeless situation with respect to consis-
tency as a criterion of rationality? If there is no possibility of establishing 
the consistency of even a modest-sized set of beliefs, does it follow that 
consistency merits no concern? I think the answer to these questions is 
no for two reasons.

First, if we assume that truth is consistent—that the laws of nature 
are not self-contradictory—then we can also assume that our beliefs are 
consistent to the extent that they are true. Striving for truth then is tan-
tamount to striving for consistency. Of course determining whether a 
belief is true is not necessarily easy to do, and the assumption that truth 
is consistent is just that—an assumption—but it is one that we can ill 
afford not to make. It appears also to be one that we very naturally make; 
in the preceding discussion, I made that assumption tacitly in defi ning 
consistency in terms of truth—by saying that two claims are consistent 
if the truth of one does not preclude the truth of the other. 

We should not miss the powerfulness of the assumption that all 
true assertions are consistent with each other, or how squarely it rests 
on intuition. Why should reality be consistent? Is reality consistent? Is 
it the case that the laws of nature never contradict each other? What 
about those laws of nature implicit in relativity theory and those implicit 
in quantum mechanics? Are they mutually consistent? The appearance 
of inconsistencies here has disturbed some theorists greatly. But why 
should they be the source of discomfort and dissatisfaction? Because the 
assumption that truth is self-consistent is a very compelling one—one 
that we tend to believe to be logically necessary if sense is to be made of 
the world. So when what appear to be inconsistencies are detected within 
or between theories, we believe something about the theory(ies) must be 
wrong or incomplete, and the search continues for deeper insights that 
will make the inconsistencies go away. 

The second reason for holding that consistency should be a crite-
rion for rationality, despite its nondemonstrability, is the idea that we 
should not happily retain inconsistent beliefs when we discover specifi c 
instances of doing so. We should try to resolve inconsistencies of which 
we become aware. We are left with the question, however, of how hard 
we should try to identify inconsistencies and what should determine how 
much effort we should put into resolving those that come to light.

RT94878_C002.indd   62RT94878_C002.indd   62 8/29/2007   11:11:53 AM8/29/2007   11:11:53 AM



The Search for Standards of Rationality 63

One might want to make it a condition of rationality that one 
attempt to identify and resolve inconsistencies “that matter,” although 
what it means to “matter” would have to be sharpened for this notion to 
be of much use. Cherniak argues that in view of our relatively short life 
spans, “not making the vast majority of sound and feasible inferences is 
not irrational; it is rational” (p. 24). While that principle again is easy to 
accept, the question remains what sound and feasible inferences should 
a rational agent make. 

It is in part to deal with this question that Cherniak introduces 
the notion of minimal normative rationality: “to be minimally normatively 
rational, we must take into account not only (1) the soundness of the 
inference, but also (2) its feasibility and (3) its apparent usefulness accord-
ing to the agent’s belief-desire set” (p. 24). The diffi culty of an inference, 
Cherniak notes, is as much a function of the reasoner as of the syntactics 
of the inference itself. In elaborating his view of minimal rationality, 
Cherniak also argues the infeasibility of resolving all the inconsistencies 
that may exist among the countless beliefs in long-term memory, most of 
which we are totally unaware of most of the time.

Although internal consistency is a major concern of builders of 
mathematical systems and scientifi c theories, complete consistency is 
never assuredly attained in either case. Gödel (Nagel & Newman, 1958) 
convinced mathematicians of the unprovability of the consistency of any 
mathematical system suffi ciently comprehensive to include all of arith-
metic. Although Gödel’s proof was considered by many to be a devas-
tating blow to the integrity of mathematics, it does not appear to have 
dissuaded the vast majority of practicing mathematicians from doing 
mathematics. As King (1992) observes, “the typical practicing mathema-
tician worries about specifi c theorems, not about the probability or con-
sistency of all possible theorems” (p. 54). This is fortunate, because, as 
noted above, worrying about the consistency of the entire edifi ce would 
be futile, inasmuch as demonstration of the same is beyond human 
reach, and this would be true whether or not the logical impossibility of 
demonstrating the consistency of mathematics had been proved in the 
usual mathematical sense.

With respect to science, the general theory of relativity and the 
theory of quantum mechanics, which many scientists consider to be 
the most powerful and best-established theories of modern physics, are 
inconsistent with each other so cannot both be completely correct. Both 
of these theories are seen as partial theories, one dealing with gravity 
and the large-scale structure of the universe and the other with funda-
mental particles and ultra-small-scale phenomena. The current quest is 
for a new theory that will incorporate both general relativity and quan-
tum mechanics in a quantum theory of gravity. Until such an integrative 
theory is forthcoming, however, relativity and quantum mechanics will 
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continue to be used because they are the best we have and are quite good 
indeed. Moreover, although the emergence of a new and more encom-
passing theory could resolve the inconsistencies that are now known to 
exist, it could not guarantee the total consistency of the entire system, 
for the reasons noted above. 

Insuffi ciency of consistency

Despite its nondemonstrability, and perhaps its unattainability, consis-
tency of various sorts, at least in the sense of not willfully entertaining 
known inconsistencies that could be resolved, is, in my view, a necessary 
condition for rationality. The importance of consistency is something that 
we intuitively understand. It is not necessary that people be consistent in 
all the possible ways of doing so in order to recognize consistency as an 
essential condition of truth. That people do recognize this is seen in the 
fact that they place greater reliance on consistent than on inconsistent 
information in reasoning situations, at least when the inconsistencies are 
apparent (Manis, Dovalina, Avis, & Cardoze, 1980; Ginossar & Trope, 
1980).

However, if a modicum of consistency of various types is a neces-
sary condition of  rationality, it is not a suffi cient one. There is more to 
being rational than being consistent in one’s beliefs and actions and even 
more than being fair in one’s evaluation of the evidence that happens to 
be at hand on any particular issue, which is not to deny that being con-
sistent in these ways would be a considerable accomplishment. 

That internal consistency among beliefs is an inadequate crite-
rion for rationality is clear from the fact that it is possible for two sets of 
beliefs that are mutually contradictory each to be internally consistent. 
Fictional fantasies that intentionally ignore the laws of physics can be 
internally consistent, as can delusions that individuals entertain. More 
generally, consistency does not guarantee truth; as noted above, while 
it is not possible to have any inconsistencies in a set of assertions all of 
which are true, it is possible to have a set of mutually consistent asser-
tions some or all of which are false. As Goldman (1986) succinctly puts 
it: “Removal of inconsistency eliminates the guarantee of errors, but it 
does not guarantee the elimination of errors” (p. 314). Assuming that 
truth is an objective of rationality (not everyone makes this assumption), 
consistency alone does not assure us of realizing it.

A second problem with a view of rationality that emphasizes only 
consistency is its passivity. What also is required, some would claim, 
especially as the question relates to consistency between beliefs and 
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evidence is an active search for evidence, including evidence that may 
be diffi cult to fi nd and evidence that may be counter to favored beliefs. 
Baron (1985a, 1994), for example, has argued that consistency and active 
search are the two major requirements of good thinking, and has espe-
cially emphasized search because it does not usually get the attention 
that consistency does in discussions of what it means to think well.

This is an important perspective, in my view, because of the ease 
with which we overlook evidence—even evidence that resides in our 
heads—that is not only relevant but perhaps critical to the conclusions 
we draw or the decisions we make. Moreover, the failure to dig for evi-
dence can bias our reasoning in various ways. For example, accepting 
an argument as valid (whether it is or not) is a relatively passive pro-
cess, whereas rejecting an argument as invalid (whether it is or not) is a 
relatively active one, because it requires fi nding one or more reasons for 
rejection. Searching for reasons requires effort, and failure to make that 
effort leaves one with acceptance of the argument by default. One might 
claim that acceptance of an argument should be based on a rationale just 
as should rejection of an argument, but in normal discourse one usually 
is not expected to say why one accepts an argument that another has 
just made, whereas if one rejects such an argument, one is expected to 
explain why.

Before leaving the topic of consistency, it is important to be clear 
about one thing that consistency, as a requirement of rationality, does 
not mean. To be rational does not require that one’s beliefs be consistent 
over time. A slavish compulsion to be consistent over time would pre-
clude honest changes of mind, which would be antithetical to rational-
ity. Unfortunately changing one’s view is perceived in some circles as 
evidence of weakness, of lacking the strength of one’s convictions, but it 
is important to distinguish between a change in view honestly derived 
and a willingness to act in a way that is inconsistent with one’s beliefs 
in the interest of expediency. The topic of belief revision is discussed in 
chapter 4.

Intuition Exposed to Scrutiny

I have been emphasizing the importance of standards and discussing the 
problem of determining what the standards should be. Underlying all of 
this discussion is the idea that rationality is determined by conformity 
to standards—that one judges a bit of reasoning to be rational by virtue 
of its consistency with certain rules that specify the conditions under 
which inferences can legitimately be drawn. And the question that has 

□
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presented itself is that of where the rules originate or of the authority 
on which they rest. But one might ask, do we judge the reasoning to 
be rational because it conforms to the rules, or do we judge the rules 
to be binding because they yield what we recognize to be valid bits of 
reasoning?

According to one view, sometimes referred to as “appeal to the stan-
dard example or to the paradigm case,” rules of inference and principles 
of validity are abstractions from examples of arguments that are judged 
to be valid (Urmson, 1953/1974). In this view, it is the example and not 
the rule that serves as the ultimate standard and court of appeal; a rule is 
rejected if its application validates what is recognized to be an example of 
an invalid argument, or invalidates an argument that is held to be valid. 
The idea that general rules of inference are abstractions from particular 
cases of reasoning that are directly recognized to be sound is a plausible 
one, but it leaves open the question of the basis, in the absence of the 
rules, of the judgment of soundness with respect to the cases.

Perhaps one can get around some of these diffi culties by taking an 
axiomatic approach. If one begins by stating a set of axioms from which 
everything else can be derived, one can then fi nesse the question of why 
one should accept that particular set of axioms by simply taking the posi-
tion that the view of rationality that is being proposed holds only for 
people who do accept it. Developers of theories of rational behavior for 
application in the context of economic decision making often have taken 
this approach. But does this really solve the problem? The rules whereby 
the implications of the axioms are derived, for example, lie outside the 
axiomatic system, so the question arises as to where they get their legiti-
macy. Also there is likely to be at least a tacit set of standards that the 
axiomatic system must meet in order to be taken seriously. 

Claiming that all theories of rationality include instrumental rational-
ity —”the effi cient and effective achieving of goals”—Nozick (1993) sug-
gests that the attractiveness of this idea stems in part from the fact that it 
appears to need no justifi cation. But, he argues, this is a false appearance. 
“[L]et us ask why we should be instrumentally rational. Why should any-
one pursue their desires or goals in the most effi cient or effective way? 
Because then it is most likely that they will achieve their goals or sat-
isfy their desires, at the least cost (and so be able to achieve the greatest 
overall goal and desire satisfaction). But why should they achieve their 
goals and satisfy their desires? Because that is what they want to do. But 
why should they satisfy that desire? Is there any noncircular answer, any 
answer that does not beg the question of justifying instrumental ratio-
nality? If other modes of rationality cannot satisfy themselves without 
circularity, the same can be said of instrumental rationality” (p. 134). 

Things indeed seem hopelessly circular. If in order to evaluate a 
conception of rationality, one must, at least implicitly, appeal to a view 
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of rationality the validity of which one has presupposed, are we not des-
tined, all of us, to retain indefi nitely whatever view of rationality we 
already happen to hold? To convince me that my view is wrong—should 
you wish to do so—you must make an argument that I will see as ratio-
nal, according to my existing conception of what being rational means. 

I believe this comes close to describing the situation in which we 
fi nd ourselves. When all is said and done, each of us must judge the 
merits of arguments, and reasoning more generally, in terms of our intu-
itions, and this despite the fact that our intuitions are, as Tversky (1981) 
claims, “often incomplete, inconsistent, and context dependent” (p. 355). 
The point at which the description does not seem quite right—or not 
quite complete— is failure to recognize that one’s intuitions can change. 
I must believe they can change, or at least that our understanding of 
them and the way in which they are expressed can change. Otherwise, 
learning would be futile, and there could be no useful dialog across tra-
ditions. Attempts to understand rationality would be pointless and it 
would be impossible to make progress toward achieving greater rational-
ity in our lives as individuals or society as a whole. What does seem to 
be an inescapable conclusion, however, is that the court of last appeal on 
questions of criteria of rationality or reasonableness is our own minds; 
what we fi nd credible we will believe, what seems to us untenable we 
will reject. 

Must differences of opinion as to what constitutes rationality be 
considered irresolvable in principle? Given the objective of choosing 
among competing conceptions of rationality, one will naturally select a 
procedure for doing so that one considers to be rational and this presup-
poses a specifi c answer to the question that is being asked. Even when 
we attempt to evaluate rival claims about rationality by comparing those 
claims with what are considered to be “basic facts” about reasoning, the 
descriptions of the facts are themselves conditioned by one or another 
theoretical perspective.

Arguing that “progress in rationality is achieved only from a point 
of view,” MacIntyre (1988) suggests that “it is achieved when the adher-
ents of that point of view succeed to some signifi cant degree in elaborat-
ing ever more comprehensive and adequate statements of their positions 
through the dialectical procedure of advancing objections which iden-
tify incoherences, omissions, explanatory failures, and other types of 
fl aw and limitation in earlier statements of them, of fi nding the stron-
gest arguments available for supporting those objections, and then of 
attempting to restate the position so that it is no longer vulnerable to 
those specifi c objections and arguments” (p. 144). 

While this account of how progress in rationality is achieved is not 
free of circularity, inasmuch as it prescribes a procedure that involves a 
number of implicit criteria for rational argumentation, and it assumes 
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the existence of agents capable of evaluating the strength of objections 
and arguments, presumably in terms of such criteria, it is perhaps the 
best we can hope for and maybe it is good enough. (For an opposing 
opinion see Nagel, 1995, who argues, contra MacIntyre, that “The aim 
is to construct gradually a point of view that all reasonable persons can 
be asked to share” [p. 206].) The test that MacIntyre proposes is that of 
survival under vigorous criticism: “The test of truth in the present, there-
fore, is always to summon up as many questions and as many objections 
of the greatest strength possible; what can be justifi ably claimed as true 
is what has suffi ciently withstood such dialectical questioning and fram-
ing of objections” (p. 358). This is very similar in spirit to Oliver Wen-
dell Holmes’s observation that “the best test of truth is the power of the 
thought to get itself accepted in the competition of the market” (quoted 
in Boorstin, 1958, p. 154), and also to the idea, championed by Pop-
per (1959), that the most credible scientifi c theories are those that have 
best survived concerted efforts on the part of researchers to demonstrate 
them to be false. Ruse (1999) characterizes Popper’s view of science as 
that of “a kind of Darwinian process, where ideas compete in the mar-
ketplace and where, after rigorous selection, the best ones survive” (p. 
16). Survival in science, he notes, is likely to be temporary; “best” means 
best until a better idea comes along. 

There are many conceptions of rationality, even as there are many 
systems of logic. Even if this were not the case, any system of thought is 
itself a product of human thinking and as such no more reliable than the 
intuitions that produced it. One must decide for oneself what one will 
consider to be rational and why. We garden-variety folk must appeal to 
our own intuitions no less than the logicians. We must do so, for exam-
ple, in deciding whether to accept what the logicians say or in determin-
ing which, if any of them, to believe when they disagree. “We are,” as 
Good (1983) says, “always thrown back on judgment” (p. 215). That is 
not to suggest that one must make decisions and judgments in a vacuum. 
Advocates of specifi c conceptions of rationality can give reasons for their 
views; one must decide for oneself, however, how convincing one fi nds 
the various views and the reasons given for their support. 

All of us will fi nd some conceptions of rationality more intuitively 
compelling than others. If we really are wired to be rational, it should be 
that most of us should be able to fi nd a lot upon which to agree. In any 
case, the best we can do is expose ourselves to the various perspectives 
and arguments and judge on the basis of how persuasive we fi nd them 
to be. As for circularity, which appears to be unavoidable, perhaps we 
just have to accept it, maybe even embrace it, as Goodman (1954/1983) 
seems to do: “I have said that deductive inferences are justifi ed by their 
conformity to valid general rules, and that general rules are justifi ed by 
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their conformity to valid inferences. But this circle is a virtuous one. The 
point is that rules and particular inferences alike are justifi ed by being 
brought into agreement with each other. A rule is amended if it yields an 
inference we are unwilling to accept; an inference is rejected if it violates a rule we 
are unwilling to amend. The process of justifi cation is the delicate one of 
making mutual adjustments between rules and accepted inferences; and 
in the agreement achieved lies the only justifi cation needed for either. 
All this applies equally well to induction” (p. 64).

Urmson (1953/1974) distinguishes between the problem of iden-
tifying the criteria for validity of arguments in a given fi eld and that of 
deciding why we should employ these criteria. The fi rst problem is an 
empirical one. Standards are developed by different fi elds (groups, cul-
tures) and determining what they are is a matter of studying those fi elds. 
Even when the criteria have not been explicit, Urmson notes, people 
use the words “valid” and “invalid” in an intelligible way, which sug-
gests that criteria are operative and therefore, identifi able by appropriate 
research. 

Having identifi ed the criteria that any group of people uses to dis-
tinguish valid from invalid reasoning, we are faced with the question of 
whether we should adopt those criteria. Such a decision should be based, 
of course, on the reasons that can be advanced pro and con, but to evalu-
ate those reasons we—each of us—must appeal, in the fi nal analysis, to 
what seems to us intuitively to be correct. 
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3
CHAPTER

   Intelligence   
   and Knowledge

Rationality presupposes an ability to reason. Reference to a doorknob 
as rational or irrational would be understood to be an observation on 
the quality of the thinking of the person who designed the knob or who 
decided to place it where it is. Moreover, we seem to reserve the term for 
agents whose reasoning ability is above some minimal level. We typically 
do not describe dogs, for example, as rational or complain of their irra-
tionality when they do things we would rather they did not do, although 
dogs certainly are capable of learning and, perhaps by some defi nitions, 
of reasoning to a degree. 

The situation with respect to children is less clear. It seems a stretch 
to refer to an infant as rational, no matter how bright he or she may 
be relative to other infants. Presumably children acquire the reasoning 
ability that is essential to rationality gradually over several years. How 
this happens and the time course on which it does so have been of great 
interest to developmental psychologists. These matters are outside the 
scope of this book; here we focus on what rationality might mean when 
the term is applied to human adults. 

What Is Intelligence?

Intelligence is an elusive and controversial concept. Although the term 
has been widely used for some time, it never has been defi ned to every-
one’s satisfaction. Resnick (1976) has pointed out that many defi nitions 
had been proposed at least as early as 1921 and has noted those that 
were offered by contributors to a symposium on the topic held during 
that year: “the ability to ‘carry on abstract thinking’ (Lewis Terman); 
‘the power of good response from the point of view of truth or fact’ (E. 

□
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L. Thorndike); ‘learning or the ability to learn to adjust oneself to the 
environment’ (S. S. Colvin); ‘general modifi ability of the nervous sys-
tem’ (Rudolf Pintner); a ‘biological mechanism by which the effects of a 
complexity of stimuli are brought together and given a somewhat uni-
fi ed effect in behavior’ (Joseph Peterson); an ‘acquiring capacity’ (Her-
bert Woodrow); and a ‘group of complex mental processes traditionally 
defi ned . . . as sensation, perception, association, memory, imagination, 
discrimination, judgment, and reasoning’ (M. E. Haggerty)” (p. 2). Nick-
erson, Perkins, and Smith (1985) extended the list with a few additional 
defi nitions that have been proposed: “the ability to direct oneself and to 
learn in the absence of direct and complete instruction (Brown & French, 
1979); a learned habitual approach to problem solving (Whimbey, 1975); 
skill in the analysis and mental reconstruction of relations (Bereiter & 
Engelmann, 1966); the ability to use knowledge effectively: ‘what you 
can do with what you know’ (De Avila & Duncan, 1985)” (p. 15).

The elusiveness of a defi nition of intelligence that is beyond chal-
lenge is illustrated by the sometimes equating of intelligence with adapt-
ability. Bartlett (1958), for example, equated intelligence in skilled action 
with the ability to adopt a new response pattern quickly in order to main-
tain the function of a behavior when circumstances are altered. Gallistel 
(1980) points out that by this defi nition, if taken literally, a cockroach 
would have to be deemed capable of intelligent behavior. Normally the 
six-legged roach swings the front and rear legs of the same side in unison, 
supporting its weight on the middle leg while these are still in transit; 
however, following amputation of its middle legs, it immediately adapts 
by adopting the now-effective strategy of moving the front and rear legs 
of the same side 180 degrees out of phase. Gallistel credits von Budden-
brock (1921) and Bethe (1930) with the discovery of such apparently 
insightful behavior by insects and notes that the discovery prompted “a 
good deal of fanciful scientifi c prose in which whiffs of mysticism might 
be detected” (p. 404). He explains both the original leg motions of the 
intact organism and the adaptation to the missing legs in terms of oscilla-
tor-coupled circuitry that coordinates the motions of the legs and adjusts 
the pattern of movement when the center leg is missing by automatically 
delaying the triggering of the motion of one leg relative to the triggering 
of that of the other. 

The inability of psychologists to agree on a defi nition of intelligence 
has not precluded the design of tests for measuring it, whatever it is, and 
the emergence of an industry for administering and interpreting such 
tests. The idea that the concept has been shaped by the nature of these 
tests, at least as much as the tests have been determined by the concept, 
is refl ected in the well-known observation that intelligence is whatever 
intelligence tests measure. 
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Some theorists distinguish different kinds of intelligence. Levinson 
(1995), for example, distinguishes between interactional intelligence and 
analytic intelligence, the former having to do with facility in interper-
sonal communication and the latter with the types of tasks one fi nds 
on IQ tests. Sternberg and Wagner (1986) similarly distinguish between 
practical and academic intelligence. Gardner (1983) promotes the idea 
that there are several types of intelligence and that failure to recognize 
this limits the effectiveness of education. 

There is also the idea that intelligence—or the enablement of intel-
ligent behavior—is embodied, to a nonincidental degree, in artifacts 
(Norman, 1993, 1995; Salomon, 1993). As Gardner (1995) puts this idea, 
“The key concept here is the distribution of intelligence. On this account, 
intelligence inheres as much in the human and manmade artifacts that 
surround the individual as inside the head of the individual himself. 
Stripped of my notebooks, my pencil, my computer, and the persons with 
whom I customarily work, I lose much of my intelligence. My ability to 
perform intellectually is a function of how I am able to draw on these 
resources in order to help me solve problems or fashion products” (p. 72). 
Success in intellectual pursuits, Gardner contends, is likely to depend 
strongly on one’s ease of access to intelligence-bearing artifacts. 

The controversial nature of the concept of intelligence and of the 
uses to which attempts to measure intelligence have been put have been 
highlighted by critiques of the fi eld (Gould, 1981; Resnick, 1976; Stern-
berg & Wagner, 1986). It was brought into sharp focus by the publication 
of The Bell Curve (Herrnstein & Murray, 1995), and the remarkable reac-
tion that its appearance evoked, both in scientifi c publications and in the 
popular press. 

The concept has sometimes been used as an explanatory construct: 
one is said to perform well or poorly on cognitively-demanding tasks 
because one is more or less intelligent. Given that intelligence is usually 
assessed in terms of one’s ability to perform such tasks, this use is clearly 
circular.

Until recent years, intelligence was of concern primarily to psy-
chologists and was thought of as an attribute unique to human beings, 
or possibly extending in some form to other higher species of the ani-
mal kingdom. Since computers appeared on the scene, there has been 
a growing interest in the question of the possibility of the expression of 
intelligent behavior by machines. Attempts to program computers to do 
things that are considered to be evidence of intelligence when done by 
people have infl uenced thinking about the concept of intelligence itself.

It has been pointed out, for example, that a desire to think of intel-
ligence as something that cannot be mechanized has more than once 
forced a change of attitude regarding what should be considered evidence 
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of intelligent behavior. Sometimes a particular ability has been consid-
ered to require intelligence only until it was understood well enough to 
be provided to a machine. Once the ability was understood suffi ciently 
to be mechanized, the concept of intelligence was modifi ed so that it no 
longer encompassed that particular ability, thus making it possible to 
continue to think of intelligence as something that a person can have but 
a machine cannot. 

Intelligence and reasoning ability

I do not wish to enter here the debate about what intelligence really is, 
whether it is fi xed or modifi able, how it can best be measured, or whether 
it is unique to human beings. I will use the word intelligence to mean 
the ability to do well on a wide variety of cognitive tasks, including, but 
not only, the types of tasks that one typically fi nds on intelligence tests. 
Perhaps most readers will grant the assumption that people differ from 
each other with respect to this ability; a question of interest is whether 
such differences have implications for what it means to be rational. Does 
rationality require a certain level of intellectual competence? Can an 
individual with severely limited cognitive ability be rational? As rational 
as the individual whose intellectual capability is much greater? Does, 
other things equal, the probability of rational belief or behavior increase 
with one’s level of intelligence? 

Commonsense conceptions of intelligence appear to encompass 
such characteristics as openmindedness or fairmindedness, thoughtful-
ness, willingness to admit mistakes, among others not measured by IQ 
tests (Sternberg, 1985, 1987; Sternberg, Conway, Ketron, & Bernstein, 
1981). Researchers have noted that scores on standard tests of intelli-
gence are not as good predictors of performance of specifi c reasoning 
tasks that are not typically encountered in school contexts as of those 
that are (Galotti, 1989). IQ scores are not good indicators, for example, 
of success as a horse-race handicapper (Ceci & Liker, 1986) or in more 
conventional vocations (Wagner & Sternberg, 1985, 1986). Studies of 
people, including children, performing cognitively demanding tasks in 
nonacademic contexts give credence to the idea that people may use dif-
ferent cognitive strategies in practical real-world contexts than in the 
classroom (Carraher, Carraher, & Schliemann, 1985; Lave, Murtaugh, & 
de la Rocha, 1984; Rogoff, 1984), and have led to a distinction between 
academic and practical intelligence (Sternberg & Wagner, 1986). 

Although I agree that the accuracy with which IQ scores predict 
performance on cognitively-demanding tasks in nonacademic contexts 
is limited, I have reservations about the need for a distinction between 
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kinds of intelligence like the distinction between academic and prac-
tical intelligence represents (Nickerson, 1988). If an existence proof is 
needed that it is possible to display great intelligence even in academic 
type achievements without displaying genius on intelligence tests, Henri 
Poincaré appears to have been one. According to the historian of math-
ematics, Eric Temple Bell (1937), “when Poincaré was acknowledged as 
the foremost mathematician and leading popularizer of science of his 
time he submitted to the Binet tests and made such a disgraceful showing 
that, had he been judged as a child instead of as the famous mathemati-
cian he was, he would have been rated—by the tests—as an imbecile” (p. 
532). What seems to be indisputable is that people display considerable 
versatility in learning to cope with problems that are meaningful and 
important to them and that this versatility is not necessarily apparent in 
their performance of structured tasks in academic settings. 

Disposition versus capacity

The position that intelligence, as conceptualized by psychologists and 
operationalized by standardized tests, has little connection with ratio-
nality is defended by Stanovich (1994a, b), who conceives of rationality 
as a disposition to shape one’s beliefs by evidence and to strive to maintain 
consistency among those beliefs. Standard methods for assessing intel-
ligence do not assess dispositions toward rational thought and behavior, 
Stanovich contends, although the vernacular use of intelligence does 
incorporate notions of rationality, as do conceptions of intelligence one 
encounters in philosophy, computer science and legal systems; the claim, 
in everyday language, that one is smart, bright, or intelligent typically 
means not only that one can do well on tasks such as those found in 
IQ tests, but that one is likely to have well-reasoned views and can be 
counted on to act rationally as a rule. 

Stanovich argues that examples of a lack of the disposition for ratio-
nality among people who are demonstrably intelligent, as indicated by 
their ability to perform well on tests of intellectual capacity, are so com-
mon that they constitute grounds for recognition of a clinically distinct 
handicapping condition which he proposes to call dysrationalia, and to 
defi ne as “the inability to think and behave rationally, despite adequate 
intelligence” (Stanovich, 1994a, p. 11). Stanovich cites many examples 
of famous individuals who, despite their obviously high intelligence, 
persistently displayed behavior that many would consider irrational. He 
argues that either psychologists should amend their conception of intel-
ligence so that it subsumes rationality and modify tests of intelligence 
so they assess dispositions toward rational thought and behavior, or 
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 acknowledge  intelligence to connote nothing more than cognitive capac-
ity and to recognize the limitations of this construct as a predictor of 
rational—as distinct from clever—behavior. In particular, such a limited 
construct predicts little about the adequacy of belief forming processes or 
the likelihood of the justifi ability of beliefs formed. 

This much seems clear: having a high IQ does not make one incapa-
ble of behaving irrationally on occasion, or even on frequent occasions. 
Calne (1999) points out that the National Socialist movement that led to 
Nazi Germany was not conceived by ignorant people, but by the intel-
ligentsia. The ability to detect inconsistencies among one’s beliefs might 
well depend to some degree on intelligence as traditionally conceived, 
but the disposition to search for inconsistencies, as emphasized by Baron 
(1985b, 1994), is probably at least as important as this ability and may 
be largely independent of it. Evidence presented by Perkins, Farady, and 
Bushey (1991) suggests that high IQ does not inoculate one against bias 
in reasoning, but that it may make one more effective in arguing from 
one’s own, perhaps biased, point of view.

Stanovich argues that failure of the educational system to put the 
emphasis on rationality that it puts on intelligence, narrowly conceived 
as cognitive capacity, has the effect of ensuring that elite schools and 
universities will graduate people with proven cognitive ability but not 
proven dispositions to rational thinking. And inasmuch as graduates of 
elite institutions are primary candidates for positions of leadership in 
industry, government and academia, these positions may be fi lled by 
people who have demonstrated their cognitive capabilities but whose 
rationality has never been assessed. 

Sternberg (1994) sees some merit in the concept of dysrationalia, 
as proposed, but argues that if it is to serve a useful function as a scien-
tifi c construct it must be operationalized so as to be measurable. In the 
absence of an objectively testable theory of dysrationalia, the concept 
lends itself too easily to abuse. Inasmuch as the main symptom of the 
condition is the holding of unjustifi ed beliefs, a major problem is that of 
determining which beliefs are justifi ed and which are not. But who is to 
make that judgment? The natural inclination, among scientists and non-
scientists alike, seems to be to assume that those beliefs that correspond 
to one’s own are justifi ed—rational—and those that do not are not. 

Intelligence and normative models of rationality

Empirical evidence on the question of the relationship between intel-
ligence and rationality is meager. This may be a consequence, to a large 
degree, of the lack of a widely agreed-upon methodology for measuring 
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or evaluating rationality. There are many tests of intelligence, controver-
sial though they be, but there are no comparable instruments for mea-
suring rationality. 

One possible approach to the study of the relationship between 
intelligence and rationality is to investigate whether intelligence, as 
indicated by standard tests, is a good predictor of how people behave 
relative to normative models of rationality. There is some evidence of 
a positive correlation between intelligence, as indicated by SAT scores, 
and tendency to apply appropriate statistical principles when reasoning 
about uncertain situations (Jepson, Krantz,, & Nisbett, 1983). Positive 
correlations have also been found for the likelihood of students apply-
ing cost-benefi t reasoning to economic problems and their SAT scores or 
grade-point averages (Larrick, Nisbett, & Morgan, 1993). Stanovich and 
West (1998a, 1998b, 1998c, 1998d) found positive correlations of moder-
ate size between SAT scores and various types of reasoning performance 
(syllogism evaluation, Wason’s [1960] selection task, the use of base-rate 
information in statistical reasoning), while fi nding little or no correlation 
between cognitive ability and susceptibility to the false consensus effect 
(for a review of the false consensus effect, see Krueger, 1998) or the ten-
dency to be overconfi dent in assessing one’s own knowledge. Stanovich 
(1999) also presents evidence that people who get higher scores on tests 
of cognitive ability or performance (e.g., SATs) tend also to be somewhat 
less susceptible to framing effects, more apt to discount sunk costs, less 
susceptible to the conjunction fallacy, and to perform more nearly in 
keeping with normative models of choice in other situations as well. 

On the other hand, Hertwig (2000) argues that the fi nding that 
second graders are more likely than sixth graders to give the normatively 
correct response to an analog of the Linda-bank teller problem (David-
son, 1995) poses a diffi culty for the idea that normativeness increases 
with increasing cognitive ability unless one is willing to assume that 
second graders are more cognitively able than sixth graders in general. 
Several other fi ndings of nonnormative responding increasing with age 
(e.g., Brainerd, 1981; Jacobs & Potenza, 1991; Klaczynski & Narasimham, 
1998; Reyna, 1996; Reyna & Ellis, 1994) reinforce the point (Klaczynski, 
2000). Krueger (2000) notes that lack of a correlation between cognitive 
ability and false consensus or overconfi dence is also problematic for the 
idea that normativeness increases with intelligence. 

Investigators have related performance on a wide assortment of rea-
soning tasks to a variety of specifi c normative models. Results of experi-
ments have sometimes been used to support the claim that people are 
basically rational and they sometimes have been interpreted as support-
ive of the contrary claim. But the use of normative models as standards 
for investigating the relationship between intelligence and rationality 
is complicated by the fact that investigators are far from agreed on the 
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 question of what constitutes normative rationality, and some (e.g., Lar-
rick, Nisbett & Morgan, 1993; Slovic & Tversky, 1974) have suggested 
that the responses that more cognitively able people make to reason-
ing problems should play a role in selecting among proposed normative 
models. The idea is that, inasmuch as any normative model must fi nd its 
ultimate justifi cation in human intuitions, it would seem to make sense 
to rely most heavily on the intuitions of the most cognitively able (most 
intelligent?) individuals, at least if people in this category tend to agree 
as to what the correct answers to the reasoning problems are. But this 
approach seems to make the relationship between intelligence and ratio-
nality a strong one as a matter of defi nition. 

Goodie and Williams (2000) point out the possibility of circularity 
in the relationship between aptitude and the probability of giving the 
normative response in reasoning tasks. “Aptitude test scores are, after 
all, based largely on the frequency with which one provides normatively 
correct answers to reasoning problems. Thus, smart people are those 
who provide normative answers, and normative answers are those pro-
vided by smart people. They are defi ned in terms of each other precisely 
because of the decision to credit the answers of smart people as being 
defi nitively normative” (p. 676). A related point is made by Jou (2000), 
who contends that problems on the SAT and those often used in experi-
ments on judgment and reasoning are similar in that in both cases super-
fi cially plausible distracters are used (in multiple choices) to “entrap” the 
test takers and that it is therefore not surprising that performance on 
the two tasks turns out to be positively correlated. Jou argues further 
that while fi ndings like those of Stanovich and West tend to support the 
idea that what have been deemed to be normatively incorrect responses 
on judgment and reasoning tasks may often be attributed to insuffi cient 
intelligence or information-computation capacity to come up with the 
normatively correct responses, they do not settle the question of whether 
more intelligent people are more rational in general. 

Several investigators have attempted to determine the extent to 
which more intelligent people agree in their responses to problems of 
reasoning, or the extent to which they agree on whether an alleged nor-
mative response is justifi ed. Stanovich (1999) and Stanovich and West 
(2000b) have reviewed work showing individual differences in the per-
formance of reasoning tasks and in the understanding and acceptance 
of various normative models of reasoning in specifi c contexts. Much of 
this work suggests that people with greater cognitive ability are, in fact, 
likely to differ from those with less cognitive ability in what they see, 
or can come to see, as normative. (“Can come to see” refers to the idea, 
promoted by Slovic and Tversky [1974], that people are the more likely 
to accept a generally endorsed normative rule as normative the better 
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they understand it; and understanding, of course, is likely to vary with 
cognitive ability.) 

Stanovich and West (2000a) agree with other investigators, however, 
who stress the importance of dispositional variables, as well as capacity 
variables, as determinants of good reasoning, noting their own fi nding of 
the predictive value of dispositional variables even when controlling for 
cognitive ability (Stanovich & West, 1997, 1998c; Sá, West, & Stanovich, 
1999). Stanovich (1999) recognizes this dual dependence in arguing that 
normative models of rationality should not be threatened by a “norma-
tive/descriptive gap that is disproportionately created by subjects with 
superfi cial understanding and/or low task engagement” (p. 96). 

Krueger (2000) raises the thought-provoking questions: if norms 
are appropriate only for the brighter people among us, what is to serve as 
normative for the less bright, and how bright does a person have to be in 
order to be held to conventional norms? Sternberg (2000), who also notes 
that the fi nding of a correlation between performance on the SAT and on 
reasoning tasks is not surprising inasmuch as the SAT is, in large part, 
a test of reasoning, objects to the idea that the performance of high SAT 
scorers should be used to set the norm for what is true or right. He argues 
that the evidence shows that people can perform less than spectacularly 
on intelligence tests and still be excellent everyday reasoners, or do well 
on measures of intelligence and poorly in everyday reasoning. 

Comment

The view that is taken here is that rationality presupposes some degree 
of intelligence, and so does irrationality. That is to say, the attribute of 
rationality or irrationality is appropriately applied only to an intelligent 
agent. An agent that lacks intellectual competence completely, accord-
ing to this view, cannot be said to be either rational or irrational. Where 
intelligence is lacking—better, to the degree that intelligence is lack-
ing—behavior and beliefs are best thought of as arational and therefore 
not appropriately evaluated by criteria of rationality. Given that intelli-
gence is a matter of degree, so therefore is the extent to which an agent 
should be subject to the strictures of rationality; the more intelligent the 
agent the more appropriately can its beliefs and behavior be judged in 
these terms. 

One thing we can be sure about with respect to the relationship 
between intelligence and rationality, whatever model of rationality is 
used, is that high intelligence, as evidenced by conventional indicators, 
is no guarantee of consistently rational beliefs or behavior. It is not the 
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case that intelligent people are incapable of nonsense. They can produce 
the best nonsense of all. There are some types of folly that require a fair 
degree of ingenuity. It is easy to fi nd examples of (what probably most 
readers would be willing to consider) irrational beliefs and behavior of 
people of intellectual renown in various fi elds. 

In the context of a discussion of characteristics of pseudo-scien-
tist cranks, Gardner (1957) points out that a crank whose intelligence 
is low is unlikely to achieve much of a following, but that cranks often 
do not lack intelligence and that the brighter ones may be able to defend 
their views effectively even against intelligent critics. “If he is a brilliant 
thinker, he is capable of developing incredibly complex theories. He will 
be able to defend them in books of vast erudition, with profound obser-
vations, and often liberal portions of sound science. His rhetoric may be 
enormously persuasive. All the parts of his world usually fi t together 
beautifully, like a jigsaw puzzle. It is impossible to get the best of him in 
any type of argument. He has anticipated all of your objections. He coun-
ters them with unexpected answers of great ingenuity” (p. 14). Gardner 
notes a description, given by George Bernard Shaw in Everybody’s Politi-
cal What’s What, of a meeting at which a proponent of the view that the 
earth is fl at silenced his opponents who raised objections from the fl oor. 
“He,” Shaw wrote, “having heard their arguments hundreds of times, 
played skittles with them, lashing the meeting into a sputtering fury as 
he answered easily what it considered unanswerable” (p. 14). 

In sum, intelligence is a necessary but not suffi cient condition of 
rationality. Rationality requires intelligence, but intelligence, by itself, 
does not guarantee rationality. Irrationality also requires intelligence; 
this is another way of saying that it does not make sense to consider 
an agent irrational unless it has the capacity to be rational. Whether 
exceptionally high intelligence is generally likely to be associated with 
an exceptionally high degree of rationality must be considered an open 
question. The answer to this question must depend in part on how both 
intelligence and rationality are defi ned, but even if we could agree on 
this matter, my sense is that there would be room for considerable debate 
regarding the relationship between the two constructs. 

What Is Knowledge?

Bertrand Russell (1948) once said, “In regard to human knowledge, 
there are two questions that may be asked: fi rst, What do we know?, and 
second, How do we know it?” (p. 52). These undoubtedly are important 
questions, but there are others at least equally fundamental. What does 

□
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it mean to know something? Can we ever know anything, of a certainty, 
as distinct from believing something to be true? If knowledge and belief 
are not the same, how can one tell the difference between what one 
knows and what one believes? Does rationality depend on knowledge 
or expertise, and if so, how? Do rational agents have a responsibility to 
become knowledgeable in certain ways?

Knowledge and belief

[T]here is no such thing as a defi nite piece of indisputable knowledge 
about the world whose meaning is not in some way colored by preexisting 
belief about the world. (Bauer, 1994, p. 65) 

Some writers have taken the position that it is impossible to make a 
sharp distinction between knowledge and belief. What usually counts 
as knowledge, according to this view, are beliefs that are (believed to 
be) justifi ed on the evidence—beliefs in which we have very high con-
fi dence for (presumably) good reason—and that are, so far as we can 
determine, true. Lycan (1988) defends this position. “The overwhelming 
majority of what we ordinarily count as pieces of knowledge are beliefs 
that although they are conclusively well justifi ed for all practical pur-
poses and as well justifi ed as are most of the beliefs used as examples of 
knowledge in philosophy books, admit nominal competitors that cannot 
possibly be assigned zero physical probability” (p. 104).

The requirement that a belief be justifi ed in order to qualify as 
knowledge rules out the case of believing a fact for an inadequate reason. 
Suppose that I hold the belief that all graduates of Dogpatch University 
are Republicans, when in fact only half of them are. When I discover that 
J. D. is a graduate of Dogpatch, I say that I know he is a Republican, and 
my sole basis for saying that is my belief that all Dogpatch graduates are 
Republicans. Now suppose that J. D. is a Republican. Is it correct to say 
that I know his political persuasion? Given the characterization of knowl-
edge as stated above, the answer is no. As Goldman (1986) puts it, “[t]rue 
belief is not suffi cient for knowledge, at least not in the strict sense of 
‘know.’ If it is just accidental that you are right about p, then you do not 
know that p, even if you are correct in believing it” (p. 42).

 Just as truth is not a suffi cient condition for knowledge, by itself—
assuming one accepts the preceding argument—neither is (what is 
believed to be) evidentiary justifi cation. The belief that a belief is justi-
fi ed on the evidence can be wrong; high confi dence is not an infallible 
guide to truth. The history of science gives us many examples of beliefs 
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that appeared to be justifi ed on the evidence at one time and that were 
shown to be false at a later time. We might say that once people “knew” 
the earth to be fl at, because the belief was supported by all the evidence 
at their disposal, but this seems inconsistent with what we usually mean 
by “know.”

On this view, then, both truth and justifi cation are necessary but 
not (individually) suffi cient conditions for knowledge. It can be argued 
that even in combination they do not guarantee knowledge. Gettier 
(1963) has described conditions under which one could hold a true belief 
that is justifi ed but we would be reluctant to call it knowledge. Pound-
stone (1990) refers to the essence of a Gettier counterexample to the jus-
tifi ed-true-belief connotation of knowledge as “being right for the right 
reasons, but the reasons don’t apply,” and he gives the example of the 
visitor to the Louvre museum who, while viewing what he believes to be 
the Mona Lisa, experiences a thrill from knowing that he is in the same 
room with this renowned work of art. What the visitor does not realize 
is that the picture he is looking at is a very good reproduction that the 
museum staff put up in place of the original when they received a tip that 
a theft was being planned. The staff hid the original in this very room, 
however, behind another painting. So the visitor’s belief that he is in the 
same room as the masterpiece is true, and it appears to be justifi ed on the 
evidence that is available to him—this is the room where the Mona Lisa 
is always exhibited, what he is looking at appears to be that painting, he 
has no reason to suspect that it is not—but it does not seem quite right to 
give his belief (that he is in the same room as the Mona Lisa) the status of 
knowledge in this case.

I shall use the term “knowledge” in what follows to connote, as it 
usually does, justifi ed true beliefs, but with the admission up front that 
what constitutes belief justifi cation is a controversial issue and that one 
can never (justifi ably) be absolutely certain that a particular belief is true. 
Even assuming the existence of criteria that would permit the establish-
ment of the truth of a belief with certainty, one can never be certain 
beyond the tiniest doubt that one is suffi ciently sane to apply the criteria 
correctly. I want to be clear here that my intent is to acknowledge the 
impossibility of being absolutely certain that one knows the truth, but not 
to endorse the postmodern idea that truth is contextually determined or 
that all knowledge is relative—a function of one’s perspective, as it were. 
(We will return to the topic of belief justifi cation in chapter 4.)

Despite this admission of fuzziness in the distinction between 
knowledge and belief, I want to argue that the distinction is a useful one 
for practical purposes. When I say that I know that the earth rotates on 
its axis as it revolves about the sun, or that water is made of hydrogen 
and oxygen, or that I have a cousin named Steven, I am expressing a dif-
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ferent state of mind than when I say I believe that it will rain tomorrow, 
or that United Airlines fl ies into Bangor, Maine, or that Homo sapiens is 
the only species that really laughs.

Knowledge and faith

It is an oversimplifi cation, no doubt, but a distinction may be made 
between fi rst- and second-hand knowledge. First hand knowledge is 
knowledge we gain from experience and discovery. I know, for example, 
that ice cream tastes good, that hornets sting, that wood generally fl oats 
in water while stones do not, and that having a tooth fi lled is not terribly 
pleasant. I know these and many other things from personal experience. 
I know, too, or think I know, that George Washington was the fi rst presi-
dent of the United States, that salt is a compound of sodium and chlorine, 
that at one time dinosaurs roamed the earth, and that light travels at 
about 300,000 kilometers per second. The latter bits of knowledge differ 
from those mentioned fi rst by virtue of the fact that none of them was 
acquired in a fi rst-hand way; each of them was passed on to me from 
some other source—a parent, a teacher, a book, . . .

Faith, or trust, plays a critical role in the acquisition of knowledge of 
both types. In the case of fi rst-hand knowledge, I trust my senses and my 
cognitive apparatus not to deceive me. If I found it diffi cult to distinguish 
between memories of actual experiences and memories of dreams, and 
realized that I had this diffi culty, I might hesitate to trust what seemed to 
be remembered experiences as bases for fi rst-hand knowledge. In the case 
of second-hand knowledge, I must have faith in the knowledgeability and 
integrity of the sources from which I acquire that knowledge. In claim-
ing that I know that dinosaurs once roamed the earth, I am, in effect, 
indicating that I trust the various reports (more accurately, the authors of 
those reports) that tell me that this is a fact. I may never have explicitly 
acknowledged, even to myself, that my knowledge rests on such an act 
of faith, but it clearly does. I am exercising what Swinburne (1983) calls 
the testimony principle, according to which, “other things being equal, if 
someone tells you that p, then probably p” (p. 40). One might argue that 
this principle is one that should be exercised in moderation, but my sense 
is that we apply relatively uncritically in most contexts. 

Much (most?) of the knowledge we acquire in the process of receiv-
ing a formal education is second-hand knowledge. So too is most of what 
we learn from reading books, newspapers and magazines, listening to the 
radio and watching television. And this is true of professionals (doctors, 
lawyers, teachers) and lay people alike. One might ask whether scientists 
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who are in the business of developing new knowledge via experimenta-
tion and discovery are exempt from this rule, and the answer is defi nitely 
not. Most of what any scientist knows is knowledge that has been passed 
on from others. This is obviously true with respect to knowledge, even 
scientifi c knowledge, outside one’s fi eld, but it is true as well even with 
respect to knowledge in one’s special area of interest. All scientists build 
on knowledge passed on to them by many generations of predecessors; 
no one starts from scratch and builds on only what one has discovered 
by oneself. 

Types of knowledge

Philosophers and psychologists have made numerous distinctions regard-
ing knowledge. Hume (1748/1939), for example distinguishes between 
truths of reason and matters of fact. The former are self-evident truths that 
we know directly; examples are the tautologies of mathematics: 2 + 2 = 
4. Matters of fact are empirical truths about the world: water changes 
from liquid to solid form as its temperature is lowered below 0 degrees 
Celsius. To Hume there were no other types of knowledge so a question 
that could not be answered either by a truth of reason or a fact was unan-
swerable. Nagel (1986) refers to truths of mathematics as a type of a priori 
knowledge and suggests that we may be able to develop a better under-
standing of how our thoughts can lead to this type of knowledge than 
of how they can lead to knowledge based on empirical observation—to 
truths of arithmetic versus truths of chemistry. 

Adler (1981) makes a distinction between tautologies and self-evi-
dent truths. Tautologies, such as “All triangles have three sides,” a tri-
angle being defi ned as a three-sided polygon, are truths by defi nition. A 
self-evident truth that is not a tautology, in his view, is illustrated by the 
statement “No triangles have diagonals” (a diagonal being defi ned as a 
straight line drawn between two non-adjacent angles of a polygon). The 
claim is not simply a restatement of the defi nition of a triangle; it requires 
an inference, but an inference that anyone who understands the terms 
is compelled to make. Adler’s notion of self-evident truths encompasses 
more than the kinds of assertions that can be derived from mathemati-
cal axioms. A truth is self-evident, in his view, if we acknowledge the 
impossibility of thinking the opposite. That all people need knowledge is 
one example Adler gives of a truth that is self-evident by this criterion; 
that we ought to desire what is good for us and not to desire what is bad 
for us is another. 
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The distinction between knowledge that is gained from experience 
with the world and knowledge that appears to be self-evident has been 
recognized by many philosophers in addition to Hume. Another example 
of the second type of knowledge that is sometimes seen to be universal is 
recognition of the force of the syllogism (Hamill, 1990). In all cultures, 
human beings of unimpaired intelligence, it is claimed, understand intu-
itively that if it is true that all A are B and that all B are C, it must be true 
as well that all A are C. This is not something that one learns from one’s 
culture, but something that one knows without being told. 

Another distinction that is commonly made is the distinction 
between declarative and procedural knowledge: knowing that and 
knowing how (Anderson, 1976; Ryle, 1949) or knowledge versus know-
how (Polya, 1945/1957). Declarative knowledge, as the term has been 
used by psychologists, usually connotes knowledge of facts and relation-
ships that one can articulate. The knowledge of history that one acquires 
through the reading of books would generally be considered declarative 
knowledge. Procedural knowledge is knowledge of how to do the various 
things that one has learned how to do—ride a bicycle, tie one’s shoes, 
use an eating utensil. One may have either declarative knowledge or pro-
cedural knowledge, both, or neither, about the same subject. One may 
understand, from a theoretical point of view, all about what is involved 
in riding a bicycle but not be able to ride one; conversely, one may be an 
excellent bicycle rider without having a verbalizable understanding of 
how bicycle riding is done. 

Having procedural knowledge without corresponding declarative 
knowledge is especially common. All of us are able to carry out many 
procedures effectively without understanding at a very deep level why 
those procedures work. In learning to do basic arithmetic, we learn pro-
cedures for multiplying two multi-digit numbers, dividing one multi-
digit number by another, fi nding the square root of a number, and so on. 
If we use these procedures occasionally after having learned them, we 
may retain them indefi nitely, but it does not follow that we understand 
them in more than a superfi cial way. The reader who is not convinced of 
this might wish to perform a long division computation in the presence 
of an observer who has been coached to ask for a clear explanation of 
the rationale for every step in the process. Procedural knowledge can be 
useful with or without understanding of the rationale behind the proce-
dures; however, lack of understanding can complicate learning and limit 
the extendibility of the knowledge. 

Unfortunately, it is easy to mistake procedural knowledge for 
knowledge that represents a deeper understanding of why procedures 
work, and as a consequence to overestimate one’s grasp of a subject. This 
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is perhaps especially the case in mathematics. Wallace (2003) notes that 
the sheer surface-level diffi culty of mathematics “can fool us into think-
ing we really know something when all we really ‘know’ is abstract for-
mulas and rules for their deployment” (p. 52). Not that such procedural 
knowledge is worthless, but it is easily mistaken for a deeper knowledge 
than it actually is. Wallace’s assessment of the teaching of mathematics 
generally is rather harsh: “That we end up not even knowing that we 
don’t know is the really insidious part of most math classes” (p. 52).

Other distinctions relating to knowledge that have been made 
include the distinctions between inert and active knowledge, between 
episodic and encyclopedic knowledge (from the distinction that many 
memory investigators make between episodic and semantic memory), 
between private and public (common) knowledge, and between knowl-
edge and metaknowledge. 

Fragmentary and implicit nature of knowledge

And don’t I know that there is no stairway in this house going six fl oors 
deep into the earth, even though I have never thought about it? (Wittgen-
stein, 1972, p. 51) 

Two of the more striking characteristics of knowledge, in my view, are 
its fragmentary character and the fact that so much of it is implicit. As I 
refl ect on what I know, or think I know, I am struck by the fact that what 
I know about almost any subject about which I know anything at all is 
fragmentary in the extreme. I know bits and pieces of this and that. This 
applies not only to subjects that I have encountered in one or another 
educational context but also to knowledge gained from personal experi-
ences as well. 

I remember fragments of what I have learned in school and of events 
that I have experienced or witnessed. Moreover, in recalling in either 
case, I may use my general knowledge to fi ll in many of the pieces that 
are missing from the memory without even being aware of the fact that I 
am doing so, so my memory, which appears to me to be fragmentary, may 
be even less complete than it appears to be. And none of us would have 
any diffi culty coming up with countless examples of things we know 
implicitly—like the example provided by Wittgenstein—despite the fact 
that we have never learned them explicitly or even thought about them 
before. 

That we have implicit knowledge has problematic implications for 
any attempts to estimate how much a person knows, or can know. Given 
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a number—any number—I can say whether it is even or odd. This means 
that I have knowledge of an infi nity of numbers, from which it follows 
that I have an infi nite amount of knowledge. Such infi nite knowledge is 
not very impressive, one may say, and I would not be inclined to argue, but 
the illustration makes the point that any attempt to estimate how much 
anyone knows must face the question of what should count as knowl-
edge and, in particular, how to treat what one knows only implicitly.

Implicit knowledge is knowledge we have not because we acquired 
it explicitly but because we can infer it from other things we know. A 
closely related concept is that of tacit knowledge in the sense discussed 
by Polanyi (1967). One may have no diffi culty in distinguishing cats 
from dogs but fi nd it diffi cult to give a description that would suffi ce to 
make the distinction in all cases. Much of the knowledge that underlies 
pattern recognition is of this type.

Nagel (1995) notes that the ability to behave (e.g., to speak) in accor-
dance with certain rules does not necessarily imply a conscious aware-
ness of those rules, and raises the question of the conditions under which 
knowledge of a language could be considered knowledge of the rules that 
govern it. His answer is that when one would acknowledge a statement 
of a rule or principle to be an expression of what one believes to be true 
that it should be counted as knowledge “even in cases where the relevant 
principles or statements have not yet been consciously acknowledged, or 
even in cases where they will never be explicitly formulated” (p. 60). He 
rejects the idea, however, that one could have knowledge about which 
one could not, in principle, be made aware. “Knowledge need not be ver-
bally expressible, but it should be either consciously exercised or capable 
of reaching consciousness upon adequate refl ection” (p. 69). 

Untapped knowledge

Possession of knowledge is not enough to ensure that that knowledge will 
be accessed and applied whenever it could be useful; conversely, the fact 
that one does not apply knowledge that would be useful in a particular 
situation is not conclusive evidence that one does not have that knowl-
edge. This idea is closely related to the distinction between competence 
and performance (see chapter 11) and it has been expressed in many 
ways. It is implicit, for example, in Kahneman and Tversky’s (1982b) 
distinction between errors of comprehension and errors of application. 
It is there in Bereiter and Scardamalia’s (1981) suggestion that much of 
the knowledge that students acquire can remain inert—unaccessed—in 
situations in which it could be applied to good effect. Gick and Holyoak 
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(1983) argue that in a problem-solving situation, failure to apply knowl-
edge that would help fi nd a solution is not compelling evidence that the 
problem solver does not have that knowledge. 

Nisbett and his colleagues have emphasized that it does not suf-
fi ce to have effective schemas in one’s repertory of reasoning skills; it is 
necessary that these schemas be evoked as appropriate in specifi c prob-
lem situations. The fact that performance on reasoning problems can be 
improved when cues are provided that will trigger the appropriate sche-
mas has been shown for both deductive (Cheng & Holyoak, 1985), and 
inductive reasoning (Fong, Krantz, & Nisbett, 1986; Jepson, Krantz, & 
Nisbett, 1983; Nisbett, Krantz, Jepson, & Kunda, 1983). One cause for 
reasoning errors suggested by some of these studies is failure of the rea-
soner to see the relevance of a particular schema to a specifi c problem. 

In short, the belief that one can have knowledge and sometimes fail 
to access it when it would be to one’s advantage to do so is widely held 
among investigators of human cognition. This has implications both for 
those with an interest in determining what people know about specifi c 
topics and for those involved in teaching. The distinction between the 
existence of knowledge and its accessibility complicates the problem of 
assessing what one knows. For teachers the distinction means that, to 
the extent that the goals of education include increasing the practically 
useful knowledge that students have, it is necessary to be concerned not 
only that the desired knowledge be acquired but that it be acquired in 
such a way that it will be accessible for effective use.

Knowledge and knowers

Sometimes we speak of knowledge as though it could exist independently 
of a knower. For example, we refer to the knowledge that may be found 
in such and such a book, or to the knowledge that has been acquired over 
the centuries and is stored in the world’s libraries. But knowledge, one 
might argue, implies a knower. Words in a book are not even words in 
any meaningful sense unless there is someone to read and comprehend 
them. They can convey knowledge from one mind to another, but they 
are only instruments of communication. 

Sometimes too, we speak of knowledge as though it could be the 
possession of a group—a corporation, a profession, a culture. Thus a cor-
poration is said to be careful to keep from its competitors knowledge that 
it considers privileged and especially important to its corporate goals. 
Some professions—medicine, paleontology, chemistry—are defi ned, 
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in large measure, by the knowledge that is assumed to be more or less 
uniquely theirs. Cultures are said to differ from one another, in part, by 
the types of knowledge they have about the world and by the types of 
theories of cause and effect that such knowledge supports or permits. 

But what does it mean to say that a corporation, a profession, a 
culture—any collective entity, any group—knows something? Suppose 
I say that a specifi c group knows X. Do I mean that every member of the 
group knows X? That a majority of the members knows X? That a non-
trivial minority knows X? That at least one member knows X? Suppose 
that some proportion of the members of the group believes X (and that 
X happens to be true), and a similar proportion believes not-X; should 
one say that the group, as a group, knows X, that X is part of the group’s 
knowledge?

It seems safe to assume of any real group that its members differ 
with respect to what they know. All the members may know some things 
in common, but individual members are likely also to know things that 
other members do not know. Should what a group knows, as a group, be 
considered what all the members know in common (the intersection of 
what the individual members know)? Should it be considered to include 
everything that at least one member knows (the union of what the indi-
vidual members know)? The fi rst possibility limits what a group knows 
to what its least knowledgeable member knows. In practical terms, the 
limitation is probably much more severe than that, because it refl ects 
the intersection of what all of its less knowledgeable members know in 
common, which seems likely to be considerably less than what any of 
them knows individually. The second possibility has diffi culties of a dif-
ferent kind. What do we do with the situation in which something that 
one member of the group “knows” contradicts something that another 
member “knows.” We could resolve this problem by holding that the 
members, in such a case, do not know what they think they do, because 
knowledge—belief that is consistent with reality—presumably is not 
self-contradictory. 

But even if we assume we can solve the nontrivial practical problem 
of distinguishing between true beliefs and false beliefs, we might still 
have some reluctance to consider that a group, as such, knows what at 
least one of its members knows. Suppose that one member knows X (X 
being true) and that all other members believe not-X. It seems ridiculous, 
in such an instance, to say that the group knows X. We can make the 
example less extreme by assuming that a minority of the group knows 
X while a majority believes not-X. Perhaps we should be willing to con-
sider X to be part of what the group, as such, knows if that knowledge is 
possessed by a suffi cient number, or percentage, of members to affect the 
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behavior of the group as a whole. On the other hand, it is not clear that 
there is anything to be gained by ascribing knowledge to the group, as 
such, as opposed to ascribing it to the individuals who comprise it. 

Suppose that some of the members of a group know X and believe 
not-Y and that other members know Y and believe not-X (X and Y both 
being true), and that no members know both X and Y. It would seem 
odd in this case also to say that the group, as such, knows X and Y, even 
though each of these bits of knowledge is contained in the union of what 
the individual members know. Again, one can modify this illustration to 
make it less extreme, but one is still left with the question of what is to be 
gained by ascribing knowledge to a group, as such, as opposed to consid-
ering it to be possessed only by the individual mind, and then account-
ing for the effects of knowledge on group behavior in terms of what the 
members of the group do or do not know. At the least, any conception of 
what it means for a group (organization, nation, culture) to know some-
thing must differ substantially from what it means for an individual to 
know something, enough perhaps to warrant representing the two states 
of affairs with different words. 

Metaknowledge

Numerous studies have shown that when people feel they have knowl-
edge in memory they cannot retrieve, the strength of this feeling is a 
reasonably good indication of the probability that they will be able to 
recall it eventually or to recognize what they could not produce (Blake, 
1973; Read & Bruce, 1982; Smith & Clark, 1993), or to produce it with the 
help of additional retrieval cues (Gruneberg & Monks, 1974). The feeling 
of knowing and the closely related tip-of-the-tongue experience (Brown 
& McNeill, 1966) have been documented with a variety of experimental 
tasks, including paired associates learning (Hart, 1967; Leonesio & Nel-
son, 1990; Nelson, Leonesio, Shimamura, Landwehr, & Narens, 1982; 
Ryan, Petty, & Wenzlaff, 1982), cued recall (Gruneberg & Monks, 1974), 
stem completion (Lupker, Harbluk, & Patrick, 1991), and perceptual 
identifi cation (Nelson, Gerler, & Narens, 1984; Yaniv & Meyer, 1987), 
among others. Much of the work on feeling of knowing has been done 
with general-knowledge questions (Hart, 1965; Metcalfe, 1986a; Nelson, 
Gerler, & Narens, 1984; Nelson & Narens, 1990; Smith & Clark, 1993). In 
a typical study of this type, participants would be asked to indicate their 
degree of confi dence that they would be able to recognize (select from 
among alternatives) the correct answers to questions for which they had 
not been able to produce answers.
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Smith and Clark (1993), like Nelson and Narens (1990), found a 
positive correlation between the speed with which answers to general 
knowledge questions were produced and people’s confi dence in those 
answers; they also found that when their participants were unable to 
answer a question, the stronger their feeling of knowing, the longer they 
took before giving up. Other investigators have also found a positive rela-
tionship between the feeling of knowing and the time that people spend 
searching for an answer (Gruneberg, Monks, & Sykes, 1977; Lachman & 
Lachman, 1980; Reder, 1987, 1988; Ryan, Petty, & Wenzlaff, 1982). This 
makes intuitive sense; as Smith and Clark point out, one should continue 
searching only if one believes the answer is likely to be found. In at least 
one instance, the strength of feeling of knowing was predictive of the 
length of time people would search for an answer but not of the prob-
ability that they would fi nd it (Costermans, Lories, & Ansay, 1992).

Relatively few investigators have attempted to measure the time 
taken to make feeling-of-knowing judgments. Some who have done so 
have found feeling-of-knowing reaction times to be faster than the time 
required to produce answers to the questions, when they could be pro-
duced (Reder, 1988; Reder & Ritter, 1992). This fi nding is consistent with 
the possibility, which several investigators have found plausible, that the 
feeling of knowing is implicated in memory retrieval more generally than 
as an experience that can accompany failed efforts to retrieve. Some have 
conjectured that people automatically evaluate the likelihood of being 
able to answer a question, before attempting to retrieve the answer, but 
that they are generally not aware of the outcome of this process unless 
the subsequent retrieval attempt fails.

Reder and Ritter (1992) note a number of other reasons for suppos-
ing this to be a possibility. These include the fact that it is easy to identify 
questions (“What was Charles Dickens’s phone number?”) that people 
would presumably realize straightaway they could not answer—that 
a search of memory would not be necessary—the fi nding that people 
search longer for answers they believe they know, and evidence (Reder, 
1982, 1987, 1988) that people make strategic decisions about how they 
will search memory, perhaps on the basis of the outcome of an initial 
evaluation. 

Reder and Ritter (1992) gave people practice in solving arithmetic 
problems and then, during a test session, asked them with respect to 
specifi c problems to indicate, quickly and before attempting to provide 
answers, whether they would be able to answer from memory or would 
have to resort to computation. They found that feeling of knowing was 
more dependent on previous exposure to problem parts (e.g., one or the 
other of the operands) than on previous exposure to complete problems. 
They took this result as evidence that feeling of knowing does not depend 
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on the same processes as those involved in retrieving an answer and 
that people are able to make an initial evaluation of a question before 
attempting to answer it. 

There are several, not mutually exclusive, bases for the feeling of 
knowing, including the following: 

Direct metaknowledge of availability and accessibility. Conceivably 
people have explicit metaknowledge about the contents of their mem-
ories—that they know, for example, whether they have the answer 
to a particular question even before they attempt to bring the answer 
to mind. Early investigators of the feeling of knowing and tip-of-the-
tongue experience may have assumed something of this sort, inas-
much as they did not discuss the possibility of more inferential bases 
for the feeling (Brown & McNeill, 1966; Hart, 1965). 

Retrieval of information about the sought item (Hart, 1967; Nelson & 
Narens, 1990). This is consistent with the fi nding that the feeling of 
knowing tends to be stronger when participants can produce partially 
correct responses than when they cannot do so (Blake, 1973; Nelson, 
Gerler, & Narens, 1984; Schacter & Worling, 1985).

Familiarity with retrieval cues (Koriat & Lieblich, 1977; Metcalfe, 
1986a; Nelson, Gerler, & Narens, 1984; Reder, 1987; Reder & Ritter, 
1992; Schwartz & Metcalfe, 1992). Schwartz and Metcalfe (1992) 
found that priming the cue words in a paired-associate recall task 
increased participants’ feeling of knowing the target word. Reder 
(1987) increased feeling of knowing the answers to general-knowl-
edge questions, without increasing the probability of recall or rec-
ognition of the answers, by preexposing participants to words used 
to compose the questions. Koriat and Lieblich (1977) also found that 
the feeling of knowing could be strengthened by repeating questions, 
without repeating the answers to them.

Beliefs about what one should know (Costermans, Lories, & Ansay, 
1992). I believe I should know the capital cities of the states of the 
United States, or at least that I once knew them, which is not to say 
that I am sure I could give them all on demand. 

Nelson and colleagues distinguish two types of mechanisms that they 
believe to be involved in the feeling of knowing—trace access mecha-
nisms and inferential mechanisms (Barnes, Nelson, Dunlosky, Maz-
zoni, & Narens, 1999; Nelson, Gerler, & Narens, 1984). Trace-access 

•

•

•

•

•
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mechanisms are assumed to access stored aspects or associates of a 
sought item that are not suffi ciently coupled with the item to cause its 
retrieval. Inferential mechanisms allow one to make inferences of the 
sort that something must be in memory, despite the fact that it cannot 
be retrieved. Both types of mechanisms are suggested in the bases for 
the feeling of knowing mentioned above. 

Elsewhere (Nickerson, 1980), I have suggested several possible 
bases of the feeling of knowing that have some overlap with the preced-
ing list: 

Knowledge that one once knew. Remembering knowing something 
(the name of an acquaintance) that one cannot now call to mind.

Being able to infer that one once knew. I cannot remember the name 
of the family that lived in the apartment below that in which my fam-
ily lived when I was 5 years old, and cannot even remember ever 
knowing the name. But I am quite sure I did—the inference is based 
on my model of what 5-year-olds are likely to know—and would not 
be surprised if I could pick it out from a small set of distracters if given 
the chance.

Knowing that one should know. One might be unable to recall who 
was the fi rst vice president of the United States, or even to recall hav-
ing ever known, but feel that one must have learned that at some 
point during one’s school years. 

Thinking one knows, but not being sure—Having an answer that one 
believes could be, but may not be, correct. This is not quite what is 
usually meant by the feeling of knowing—the term usually applies 
to cases in which one is unable to retrieve a plausible possibility—but 
it is an important state of mind to recognize because it represents the 
situation in which we often fi nd ourselves. 

Something analogous to the feeling of knowing has been observed 
in the context of problem solving. In this case, “feeling of warmth” judg-
ments have sometimes been shown to increase with the time that one 
has worked on a problem. This relationship appears to be more likely 
to hold for problems that do not require an insight for solution than for 
those that do (Metcalfe, 1986b; Metcalfe & Weibe, 1987). Almost by defi -
nition problems that depend on an insight for solution tend to be solved 

•
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abruptly when the insight is achieved, and the insight, if it occurs, does so 
without warning. This difference is a basis for believing that approaches 
to insight and analytic problems probably share some mental processes 
but not all (Schooler & Melcher, 1995).

The feeling of knowing has motivated much research. Most of that 
research has focused on people’s ability to judge whether they have a 
specifi c bit of knowledge that they are unable to produce on demand. 
Perhaps more important in relation to the question of what it means 
to be rational is the ability to assess in a more general sense what one 
knows on a given topic relative to what there is to know, or relative to 
what others with whom one is likely to interact know. There is consid-
erable evidence that people easily assume they know more than they 
actually do. This is seen in such well-documented phenomena as hind-
sight bias (Christensen-Szalanski & Fobian Willham, 1991; Fischhoff, 
1975; Fischhoff & Beyth-Marom, 1975; Hawkins & Hastie, 1990) and a 
tendency to be overconfi dent of one’s own opinions and beliefs (Keren, 
1991; Lichtenstein, Fischhoff & Phillips, 1982; O’Connor, 1989; Wallsten 
& Budescu, 1983). Overconfi dence appears not to be limited to people 
who are not highly knowledgeable in a fi eld; it has been found among 
experts as well, in a variety of fi elds, including medicine (Lusted, 1977; 
Faust, Hart, & Guilmette, 1988), psychology (Oskamp, 1965), and engi-
neering (Kidd, 1970). This is not to suggest that overconfi dence is univer-
sal or that it is uncorrectable, but the evidence suggests that it is prevalent 
and not always readily remediated. 

The Solipsistic Predicament

I once received a letter from an eminent logician, Mrs. Christine Ladd 
Franklin, saying that she was a solipsist, and was surprised that there were 
no others. (Russell, 1948, p. 180)

Clinicians tell us that persons suffering from certain types of neurologi-
cal or mental dysfunction are unaware of their problems (Sacks, 1987). 
This is easy enough to believe, but it leads to the obvious question: If 
some mentally unbalanced people are unaware of their problem, then 
the fact that one is unaware of a problem is not compelling evidence 
that one does not have one. How do I know that I am not one of those 
individuals? How do you know that you are not? If some insane people 
believe they are sane, then the belief that one is sane does not suffi ce to 
establish that one is. 

□
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How does one know, at any given time, whether one is awake or 
asleep and dreaming? Dreams appear, in retrospect, to have been very 
realistic. When I believe I am awake and am refl ecting on a dream, I 
believe that when in the dream state I did not consider it a dream state, 
which is to say I believed myself to be awake. If it is the case that when I 
dream I believe myself to be awake, should my belief that I am awake at 
any given time be taken (by myself) as good evidence that I am indeed 
so? John Wheeler’s advice for answering such questions is to check with 
someone else. “If I see something, but I’m not sure whether it’s a dream 
or reality, there’s hardly a better test than to check whether somebody 
else is aware of it and can confi rm my observations. That’s essential in 
distinguishing between reality and dreams” (Davies & Brown, 1986, p. 
62). But how do I know that the someone with whom I check is not a 
fi gment of my imagination? How can I rule out the possibility that the 
process of checking is part of my dream? 

As I write these words, I believe I am awake. Moreover, I think I 
know the difference between being awake and dreaming. My perception 
of the world is much sharper and more continuous when awake than 
when dreaming; my thinking is more logical and the substance of my 
thought more “realistic.” There are many other ways in which the state of 
being awake and the state of dreaming while asleep differ. So I have quite 
a lot of confi dence in my assumption that I am awake at the moment. 

But is this confi dence justifi ed? My assessment of what it is like to 
be asleep and dreaming is from the perspective of my present, presum-
ably waking, state. It is based on memories of experiences I have had 
while asleep, but the memories themselves are waking-state—or what I 
assume to be waking-state—experiences. How can I be certain they accu-
rately refl ect what it is like to be asleep and dreaming? It is conceivable 
that when I am asleep and dreaming, the world appears much sharper 
and more continuous than it does in my memory of my dreams. Perhaps 
in my dreams I have fuzzy and discontinuous memories of waking-state 
experiences that seem less real than the experiences in the dream. In fact 
there is no way I can be absolutely sure that my dream life is not every 
bit as real as my waking life; and that being so, neither can I be certain 
that I am not dreaming when I believe myself to be awake. This is not a 
new thought. Descartes expressed it in 1641, and it is very doubtful that 
he was the fi rst to have had it.

The process of distinguishing between a present perception and a 
present act of imagination is sometimes referred to as reality testing and 
that of distinguishing between memories of externally-caused events 
and memories of imagined events as reality monitoring (Johnson, 1988; 
 Johnson, Foley, Suengas, & Raye, 1988; Suengas & Johnson, 1988; 
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 Johnson & Raye, 1981). People with certain types of mental illness often 
cannot tell the difference between real and imagined events (McGuigan, 
1966; Mintz & Alpert, 1972). But there is good evidence also that presum-
ably perfectly sane people sometimes are unable to distinguish between 
real and imagined memories (Hyman, Husband, & Billings, 1995; John-
son, 1988; Johnson & Raye, 1981; Raye, Johnson, & Taylor, 1980; Maz-
zoni, Loftus, & Kirsch, 2001; Slusher & Anderson, 1987). 

How can one ever be sure that what one “remembers” really hap-
pened? We know that memory is inaccurate at best, that two people can 
remember the same event quite differently, that memories themselves 
can change over time, that they can become embellished as a conse-
quence of reporting and rehearsing, and that much of what we think we 
remember we actually construct from other knowledge that we have. I 
say we know these things; of course I mean we think we know them, 
because that knowledge rests on the assumption that our minds are not 
playing tricks on us in this instance. 

The physical world around us, the various forms of energy that acti-
vate our sensory systems, the sensory systems themselves, all serve to get 
impulses to a brain that it, in some mysterious way, turns into conscious 
experience. Presumably if there were a way to get the same impulses to a 
disembodied but otherwise functioning brain, the same conscious expe-
rience would result. That being the case, how does one know that one’s 
experience arises from interactions with the physical world and is not 
the consequence of an artifi cially maintained disembodied brain? This 
is the famous “brain-in-the-vat” puzzle, the image being that of a brain 
being kept alive in a vat of nutrients and stimulated electrically in such 
a way as to simulate the stimulation that a brain normally receives via 
the sensory systems that connect it to the outside world. If one accepts 
the possibility, in principle, of the brain-in-a-vat notion, then it is not 
clear how one can be certain that one is not, in reality, such a brain in a 
vat. A smorgasbord of ruminations on related ideas has been provided by 
Hofstadter and Dennet (1981).

The brain-in-the-vat image may strike many readers as ludicrous, 
but is it clearly more far-fetched than the idea, taken quite seriously by 
some theorists, that the universe as we know it is the consequence of a 
spontaneous “fl uctuation” in an eternal state that is best described as 
nothingness. “[T]he most probable assumption, if fl uctuation theory is 
to hold, is simply that my brain is a fl uctuation out of the equilibrium, 
just at this moment and in this small region of space; while none of 
the familiar objects of the universe (stars, planets, other human beings) 
exist, and all my (illusory) perceptions and memories are simply encoded 
in the states of my neurons (a ‘scientifi c’ version of solipsism). However 
improbable such a fl uctuation is, it is still far more probable than a fl uc-
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tuation giving rise to the observed universe, of which my brain is a part” 
(Bricmont, 1996, p. 148).

These uncertainties are variations on the solipsistic predicament 
whereby one cannot be sure of the existence of any reality other than 
one’s own consciousness. This is an idea that probably occurs to most of 
us during our formative years, and that we easily lay aside because of 
its impracticality, but that comes back, uninvited, from time to time in 
one or another guise. The prevailing attitude toward questions of this 
general sort, I believe, is that they are mainly academic, or recreational, 
and have little in the way of important practical implications. Macdonald 
(1952) refl ects this attitude in the following observations: “it is true that 
no solipsist refuses to converse with others, unless he is also suffering 
from incipient schizophrenia. Nor does the skeptic about the existence 
of material objects sit down very gingerly on every chair for fear it isn’t 
really there. For these problems have not, usually, been suggested by any 
practical diffi culties about communication or knowledge in ordinary life. 
Nor will any answer which the philosopher gives to them be likely to 
alter his subsequent behavior” (p. 170).

This characterization of the solipsist’s ability to distinguish between 
theoretical and practical reality may be fair, but it does not follow that 
solipsism should never be expected to infl uence one’s behavior. If one 
really believes that other people are fi gments of one’s own imagination, 
one might be less motivated than otherwise to be concerned for their 
welfare. In any case, the question of how one tells that one is sane—that 
one is not suffering from delusions of adequacy—is of some practical sig-
nifi cance. And it differs only in degree from the question of how one 
knows whether one’s thinking on any particular issue is sound.

Limits of Knowledge

Any given individual can know only so much; no one can know every-
thing, even about a given topic. Pais (1986) points out that, at the time of 
his writing, a high-energy physicist would had to have digested 17 pub-
lications every day in order to claim familiarity with the whole body of 
literature in the fi eld. A similar observation could be made of many other 
fi elds. One must make choices regarding what is worth knowing. But 
that being said, it is also the case that no one, as far as I know, has come 
up with a compelling estimate of what the limits of individual human 
knowledge are. It is at least a plausible hypothesis that the fact that most 
of us learn as little as we do, relative to what there is to be learned, is due 
to factors other than that limit, whatever it is.

□
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One obvious practical limitation on the amount of knowledge we 
acquire is motivational. Learning beyond what one must know to get 
along in one’s day-to-day world appears not to be a high priority goal for 
many people. Holton (1973) argues that the pursuit of scientifi c knowl-
edge is not highly valued by nonscientists in our society and that, as 
a consequence, such knowledge is not widely distributed throughout 
it, even among intellectuals. Holton’s observation focuses on scientifi c 
knowledge because it was made in the context of a discussion of scientifi c 
thinking. A similar observation could be made, however, with respect to 
knowledge in other fi elds such as history, economics, or philosophy. 

Another practical constraint on human learning is the limited 
effectiveness of the ways we have developed, to date, to inform ourselves. 
One hopes that, with the help of modern technology, we can fi nd ways 
to do a better job of this; so far, evidence of success is sparse. The prob-
lem of ineffective educational techniques is exacerbated by the great rate 
at which information is being acquired at the present time especially 
through the scientifi c enterprise. This is the basis, it has been argued, for 
the necessity of increasing specialization in education (Gardner, 1988). 

In addition to limits on knowledge that may derive from funda-
mental limitations of human beings to assimilate information, from the 
possibility that learning is not as high a priority for many of us as it might 
be, and from the limitations of our instructional techniques, there is the 
possibility also that sometimes we may prefer not to have certain knowl-
edge even if it is, or could be, readily available to us. Perhaps there is such 
a thing as preferred ignorance. Wallace (2003) expresses this idea: “One 
thing is certain, though. It is a total myth that man is by nature curious 
and truth-hungry and wants, above all things, to know. Given certain 
recognized senses of ‘to know,’ there is in fact a great deal of stuff we do 
not want to know” (p. 12).

Given the option, not everyone would wish to know the time and 
cause of one’s own death (or the future in general). Some scientists might 
prefer not to know all the uses to which their discoveries will be put. One 
might prefer not to know of unsavory things done by a loved one (a child, 
a parent, a spouse). One might wish not to be given information that one 
would have to feel obliged to safeguard (information classifi ed as sensitive 
by the government, trade secrets, information of a personal nature that a 
friend or acquaintance may wish to protect.) One might prefer not to be 
aware of evidence or arguments that are damaging to a valued belief. 

We sometimes may prefer not to be aware of diffi culties that other 
people are facing, because such awareness would make us feel obliged to 
attempt to do something about it. If we did not really want to do what 
seemed appropriate, we then would face the dilemma of doing something 
we wished not to do (e.g., parting with some money or time) or suffering 
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a guilty conscience for not doing it. More generally, we may sometimes 
wish not to know that certain decision alternatives are available to us 
because to have that knowledge would complicate our lives and give us a 
responsibility for choice that we might wish to avoid. A way to avoid the 
responsibility of choice is to remain ignorant of one’s options, or even of 
the fact that one has any.

Assuming highly motivated and highly intelligent people who wish 
to know as much as they can about, say, the world in general and how 
it works, what they can know is limited by the time in which they live. 
Archhimedes could not know what Newton knew, and Newton could 
not know what Einstein did; each was limited by what had been discov-
ered, or was discoverable, at the time of his existence. We cannot hope 
to know things about the world that may be common knowledge 100 or 
1,000 years hence. 

A qualitatively different type of limitation on what we know, or 
can know, is that which follows from the conceptual possibilities of the 
human mind. From Plato through Kant there runs the idea, which many 
fi nd intuitively compelling, that our knowledge of the world is limited 
to how things appear to us; that we cannot hope to appear behind the 
appearances and see reality in the buff, as it were. Even with the help of 
technology, we see appearances—more detailed, to be sure, but appear-
ances nonetheless. In addition to the problem of not being able to get 
behind the appearances, there may be aspects of reality that are simply 
beyond the ability of humans to conceive. Nagel (1986) puts it this way: 
“What there is and what we, in virtue of our nature, can think about are 
different things, and the latter may be smaller than the former” (p. 91). It 
would be the epitome of hubris, would it not, to assume otherwise.

Another limitation on our knowledge, as individuals, is related to 
the solipsistic predicament. I may fi nd it easy to reject solipsism, and to 
be willing to believe that you exist, but what can I hope to know of your 
experience and can I ever be sure that it resembles mine to any degree? I 
cannot get inside your mind in any meaningful sense—to see the world 
through your eyes, to learn fi rst hand whether what you experience 
when you see red, or feel pain, is what I experience when I see red or feel 
pain. I have no way of telling for sure how what you mean when you say 
that you fi nd Mozart’s music beautiful corresponds to what I mean when 
I make the same claim. Perhaps the best one can do is to apply what is 
sometimes referred to as the principle of charity, according to which one 
assumes that others are pretty much like oneself and that their experi-
ence corresponds closely to one’s own—that what others see is more or 
less what I see, that how they respond in specifi c situation is more or less 
the same as I would respond in those situations, that they hurt much as 
I hurt, and get pleasure much as do I. 
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Varieties of Ignorance

The greatest of all the accomplishments of twentieth-century science has 
been the discovery of human ignorance. (Thomas, 1981, p. 49) 

A distinction relating to knowledge that is not often made, but one that 
is relevant to the focus of this book, is the distinction between informed 
ignorance and uninformed ignorance. Informed ignorance is a knowl-
edge-based state of mind. It is the kind of ignorance that only people 
who are knowledgeable in a fi eld can have. It is an ignorance that can 
be articulated with precise questions about what has yet to be learned, 
and the formulation of such questions depends on being conversant with 
what is already known.

Major theoretical advances or reformulations of scientifi c knowl-
edge, such as those produced by Copernicus, Newton, and Einstein, cause 
the asking of questions that could not have been asked before. Holton 
(1973) speaks of such advances as the breaking through to new areas 
of “fruitful ignorance.” The effect of scientifi c growth is “not so much 
the escalation of knowledge as the escalation of ignorance—the some-
times discontinuous process of breaking into new areas of work where 
very little is yet known” (p. 15). Uninformed ignorance stems from lack 
of familiarity with what is known. To one whose ignorance of a fi eld 
is uninformed, questions raised by informed ignorance are likely to be 
unintelligible. 

A related distinction is made by Bauer (1994) who contrasts the 
“known unknown” with the “unknown unknown” in the context of 
scientifi c knowledge. The known unknown is the unknown that can be 
articulated by well-informed scientists. The unknown unknown is the 
unknown that is outside the awareness even of the most knowledge-
able people. It is from the unknown unknown that the truly surprising 
discoveries come. Examples of discoveries from the unknown unknown 
that occurred during the latter part of the 19th century and the early 
part of the 20th that Bauer mentions are radioactivity, the necessity to 
describe radiation sometimes as particles and sometimes as waves, rela-
tivity, non-Euclidean space, and the uncertainty principle. 

The relationship between knowledge and one’s awareness of one’s 
own ignorance is a paradox of sorts. The more one knows, the more basis 
one has for being aware of the extent of one’s ignorance. People who 
know very little about, say, the composition of matter, of necessity have 
a limited appreciation of how much there is to be known on the topic. 
Conversely, people who have spent their lives studying the subject have 
discovered, for every answer they have found, a host of new questions 

□

RT94878_C003.indd   100RT94878_C003.indd   100 8/29/2007   11:26:16 AM8/29/2007   11:26:16 AM



Intelligence and Knowledge 101

that they originally did not know enough to ask. Autobiographical writ-
ings of the great scientists are replete with evidences of an extraordinary 
awareness of the limitations of their own knowledge, especially with 
respect to the aspects of nature on which their own work has focused. 

Expressions of this awareness are often interpreted as evidence of 
self-effacing modesty on the part of those who have made them. And in 
some instances this may be an accurate perception. As a group, however, 
scientists are no more inclined to be modest than other folk; they typi-
cally have ample egos and are not in the habit of deferring intellectually 
to others. My sense is that when they have commented on the limitations 
of their knowledge, they have, more often than not, simply expressed the 
way they felt about how amazingly little they—or anyone else—knew 
about the world compared to what they would like to have known. They 
really have been impressed with the enormity of the difference. Roland-
Robinson (1977) has expressed this sentiment rather well: “To be a true 
scientist is only to have an inkling of the full extent of man’s ignorance” 
(p. 62). 

Measuring Knowledge

How might one determine what, or how much, an individual knows? 
The fi rst problem one faces in any effort to address this question is that 
of deciding what it means to know something—which, we have already 
noted, is not an easy task. Consider the “straightforward” question of 
what it means to know a word. What might I mean, for example, by 
claiming to know the word “run?” I certainly do not mean that I could 
give all the dictionary defi nitions, of which there are well over one hun-
dred in an unabridged dictionary—many as a transitive verb, many as 
an intransitive verb, many as a noun, and a few as an adjective. I do not 
even mean that I am confi dent I would recognize the word as appropriate 
in every context in which it might conceivably be used. What I do mean 
is that I am able to use the word with several of its connotations and to 
interpret it appropriately when I encounter it in a variety of contexts. 

The view that a word either is or is not in one’s vocabulary is a 
gross oversimplifi cation of the range of possibilities with respect to what 
it means to know a word. It follows that determining the size of one’s 
vocabulary is very diffi cult. It is not even clear what should count as a 
word. Is “run” one word? Or should “run1” and “run2” count as different 
words? Assuming the former, should a word be counted as part of my 
vocabulary if I recognize some of its connotations but not others? And 
even when we limit our attention to a single connotation of a word, two 

□
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persons’ grasp of that connotation may differ in important ways; one 
may be relatively concrete and narrowly bound to context while another 
is rich in metaphor and associative connections. 

Finding a satisfactory answer to the question of what it means to 
know something is only the fi rst step in determining what a person 
knows. Simply asking people what they know does not work. A major 
challenge that developers of knowledge-based “expert systems” for com-
puters have faced is that of explicating what experts in specifi c domains 
of interest know about those domains, and the diffi culty of the task 
stems in part from the fact that experts typically know much more than 
they can make explicit on demand. Surprisingly, it has turned out that 
the kind of specialized, domain-specifi c knowledge that an expert has 
acquired through explicit training is easier to explicate and codify than 
the commonsense knowledge of the world that all of us share and on 
which our ability to communicate with each other depends. It may be 
that what the expert knows that the nonexpert does not know pales in 
comparison to the knowledge they share, even though the differences in 
their respective knowledge bases may be more apparent to us than their 
commonalities. 

How to quantify what a specifi c individual knows is a challenge 
that is beyond psychology’s currently available techniques. Any descrip-
tion that is to come close to being adequate must take account of the 
fragmentary and implicit nature of much of what we know, of the fuzzi-
ness of the line between knowledge and belief, of the varying degrees of 
certainty with which we hold things to be true, of our inability to put 
into words all the concepts, principles, relationships, and processes that 
we understand well enough to use effectively, and a host of other obscu-
rities and complexities about the representations of reality that we carry 
in our heads. 

Knowledge and Reasoning

The importance of knowledge to reasoning is arguably a fairly recent 
discovery. Mandler (1995) describes the view “that the main way chil-
dren differ from adults is in the size and interrelatedness of their knowl-
edge base” as a recent realization. “We know now, of course, that the 
ability to see patterns and relations among pieces of information in a 
problem is crucially dependent on how much you already know. Most 
of our most sophisticated and creative reasoning depends on that abil-
ity, rather than on the ability to form or follow chains of logical proposi-
tions” (p. 81).

□
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One’s reasoning might conceivably be affected either by what one 
knows about the subject on which the reasoning is focused or by what 
one knows about the process of reasoning itself. The fi rst possibility is 
illustrated when one decides that a deductive argument is valid, whether 
or not it is so, because one knows its conclusion to be true. The second 
is illustrated by the case in which one avoids making the logical error 
of affi rming the consequent when evaluating a hypothetical syllogism 
because one has learned to recognize this syllogistic form as an invalid 
one.

A substantial literature exists on the question of how one’s reason-
ing about any given subject is likely to be affected by one’s knowledge 
of that subject. Much debate has centered on the question of whether 
people reason in accordance with general principles and abstract rules of 
inference that apply in any context or depend primarily on knowledge 
and skills that pertain to specifi c contexts or domains. Reasoning that 
depends on specifi c domain knowledge is sometimes referred to as experi-
ence-based reasoning. 

Approaches to the teaching of thinking or reasoning skills are some-
times divided into two groups on the basis of whether they emphasize 
general, domain-independent, skills, or domain-specifi c knowledge and 
know-how. The division can easily be characterized in an overly dichoto-
mous way, in my view, because few, if any, proponents of the teaching 
of thinking argue for the exclusive focus on one type of capability to the 
total exclusion of the other; but there are defi nite differences of opinion 
as to the relative importance of the two. Among those who emphasize the 
importance of domain-specifi c knowledge and problem-solving skills are 
McPeck (1981), Glaser (1984, 1990), Stigler and Baranes (1988), Lave and 
Wenger (1991), and Ceci (1993). Domain knowledge is sometimes held 
to play a more important role in practical or everyday reasoning than in 
theoretical or formal reasoning. The objective of practical reasoning is to 
get the right answer—not to make only logically valid inferences—and, 
given this objective, it makes sense to draw on whatever knowledge one 
has that will improve one’s chances of realizing it. 

The application of knowledge of how particular types of problems 
have been solved in the past to the solution of similar problems in the 
present is sometimes referred to as case-based reasoning (Kolodner, 1993; 
Schank & Abelson, 1977). Case-based reasoning has been used to good 
effect in artifi cial-intelligence research, and there is little reason to doubt 
that people also sometimes are able to solve problems by remembering 
how similar problems were solved in the past. The justifi cation for using 
case-based reasoning in artifi cial intelligence systems is the fact that it 
works and sometimes makes less demand on resources than alternative 
approaches.
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One can argue, however, that we should distinguish between the 
application of domain knowledge in everyday situations and the reason-
ing that is going on in those situations, recognizing that the knowledge 
may sometimes complement the reasoning to good effect and sometimes 
work against it. Some studies have shown what appear to be detrimen-
tal effects of domain knowledge on reasoning—people may be misled 
about the soundness of an argument by what they know regarding the 
truth or falsity of its conclusion; other studies have found what appear to 
be facilitating effects—people sometimes solve reasoning problems more 
effectively when the problems involve situations with which they are 
familiar than when their content is unfamiliar or abstract, although in 
cases of the latter type it is often diffi cult to distinguish what should be 
attributed to reasoning per se and what is better attributed to recall. 

Many of the fi ndings regarding the relationship between content 
knowledge and reasoning are consistent with the idea that it is, to a large 
extent, a complementary one. When one knows the solution to a prob-
lem, because one has learned it or previously worked it out for oneself, 
one does not need to spend a lot of energy thinking about it. In con-
trast, given a problem about which one knows very little, one must think 
about it if one is to solve it. Some investigators hold that, as a matter of 
fact, people typically use domain-specifi c knowledge to solve problems 
when they can do so and fall back on more domain-independent heuris-
tics when they cannot (Polson & Jeffries, 1982).

Such a complementary relationship makes sense from a cost-effec-
tiveness point of view. Assuming that retrieval of a known problem solu-
tion from memory is generally less demanding of cognitive resources 
than is reasoning out a solution, resorting to memory when possible 
leaves one’s cognitive resources more fully available for other uses. On 
the other hand, many of the problems that present themselves to us are 
not familiar, so complete dependency on memory is not possible. More-
over, for some types of problems, the expenditure of resources (energy, 
storage space) that would be required to memorize solutions would be 
greater than that required to memorize a procedure for inferring solu-
tions. Memorizing procedures for multiplying or dividing multi-digit 
numbers, for fi nding square roots, or for determining other mathemati-
cal functions, is much less demanding of resources, for example, than 
would be memorizing all the products, quotients, square roots, and so 
on, that one might have occasion to use. 

The fact that one may be misled about the soundness of an argu-
ment by what one knows about the truth or falsity of the argument’s 
conclusion might be seen to be inconsistent with this cost-effectiveness 
view. But for most practical purposes, it is probably more important to 
judge correctly the truth or falsity of an argument’s conclusion than to 
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determine the validity or invalidity of the argument’s form. If that is so, 
then when one has direct knowledge of the truth status of a conclusion, 
one may be wasting one’s time to give much thought to whether or not 
the argument that supports it is sound. 

The complementary interplay of reasoning and memory makes the 
distinction between the two types of processes very diffi cult in particular 
cases. Inasmuch as performance on a reasoning task involving a concrete 
situation can almost always be explained on the basis of one’s knowledge 
about the situation, it may be diffi cult or impossible to establish that rea-
soning as such is occurring at all. This is one motivation for investigating 
reasoning ability with abstract reasoning tasks on which people cannot 
so easily make direct use of previous experience.

We may note, in passing, how the complementary relationship 
between reasoning and knowledge reveals itself in the history of efforts to 
build intelligent machines. The earliest attempts to build perceptrons and 
other machines that could acquire the ability to discriminate between 
different types of patterns relied almost entirely on general learning pro-
cesses. The fi rst efforts to develop computer programs that could do prob-
lem solving targeted “general problem solvers” and relied heavily on the 
codifi cation of general reasoning principles. Later, the pendulum swung 
to the other extreme with most of the effort being directed at the devel-
opment of knowledge-based systems that were intended to be applied in 
specifi c domains and were initially given large amounts of information 
about the domains of interest. Still later, the pendulum began to swing 
back toward center with the recognition of the need for both powerful 
reasoning heuristics and lots of domain knowledge as well. 

A similar pattern can be seen in work aimed at developing approaches 
to the teaching of thinking, or higher-order cognitive skills (Nickerson, 
Perkins, & Smith, 1985). Some investigators have attempted to design 
techniques for teaching general principles, processes, skills, or strategies 
that would be applicable independently of domain. Others have taken the 
position that effective thinking is more domain-dependent than propo-
nents of general domain-independent approaches assume and they have 
advocated the teaching of traditional subject matter and domain-specifi c 
problem solving techniques. Here too, one may see the importance of 
both general reasoning ability and domain-specifi c knowledge to good 
thinking in the broadest sense.

A distinction that was made at the beginning of this chapter that is 
especially germane to the relationship between knowledge and reason-
ing is that between declarative and procedural knowledge. If we accept 
this distinction, we might apply it to principles of sound reasoning in 
the following way. One might understand such principles in the sense 
of being able to describe them (one might have declarative knowledge of 
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them) but be unable to apply them effectively (lack procedural knowl-
edge of them); one might be able to apply the principles in situations 
that call for reasoning, but be unable to describe them; one might be 
able both to describe and apply them; or one might be unable either to 
describe or apply them. 

The fi rst of these possibilities—understanding principles of good 
reasoning but failing to apply them—may seem an unlikely combina-
tion; if one clearly understood how to reason well, why would one not 
do so? The idea that people can have inert knowledge—knowledge that 
is not accessed and used to advantage—is a familiar one in psychology 
and it has considerable experimental support (Broadbent, Fitzgerald, & 
Broadbent, 1986; Gick & Holyoak, 1983). The second possibility—that of 
being able to apply principles that one cannot articulate—is intuitively 
plausible and also has evidential support (Lewicki, 1986; Lewicki, Hill, 
& Bizot, 1988). The third and fourth possibilities are plausible if the fi rst 
two are. 

Finally, we should note that reasoning is itself a subject about which 
there exists a body of knowledge. In my view, the acquisition of at least 
some of this knowledge should be an objective of efforts to enhance the 
quality of thinking through instruction (Nickerson, 1994, 2000, 2004). I 
have in mind general knowledge about human cognition (the difference 
between reasoning and case building, the difference between reason-
ing and rationalizing, how emotions can affect reasoning), knowledge 
of common reasoning limitations, foibles and biases (the confi rmation 
bias, the tendency to jump to conclusions, stereotyping), tools of thought 
(logic, problem-solving heuristics), and metacognitive knowledge (eval-
uating one’s own thinking, managing one’s cognitive resources). Having 
such knowledge does not guarantee good reasoning, but it is hard to see 
how it could hurt. 

Expertise

Until fairly recently, the term “expert” was reserved for people who have 
unusual knowledge or ability in a specifi c fi eld. Today the term is also 
often used to refer to computer-based systems that have been given a 
great deal of information, usually encoded as sets of if-then condition-
action rules, about particular domains. In either case, the connotation is 
of extensive knowledge of a well-defi ned and limited domain; the fact 
that one has great expertise with respect to a particular subject tells us 
little, if anything, about one’s competence in unrelated domains.

□
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The most obvious difference between experts and novices in 
domain-specifi c problem contexts is the amount of knowledge they have 
that relates directly to the problem domain. The contrast has been brought 
into stark relief in studies of expert and novice players of chess (DeGroot, 
1965). Expert players have been estimated to have acquired a memory of 
as many as 50,000 board positions over years of play (Simon & Schaeffer, 
1992). Evidence of the importance of experience-based knowledge as a 
defi ning aspect of expertise has been obtained for other areas as dispa-
rate as electronics (Egan & Schwartz, 1979), baseball (Voss, Vesonder, & 
Spilich, 1980) bridge (Charness, 1979; Engle & Bukstel, 1978), and medi-
cal diagnosis (Balla, Biggs, Gibson, & Chang, 1990; Elstein, Shulman, & 
Sprafka, 1978; Grant, 1989). 

The importance of domain knowledge to expert problem solving 
is generally recognized among researchers and is not a matter of debate. 
Some make a distinction, however, between knowledge of a domain 
and mere experience in the domain (Neale & Bazerman, 1991; Neale & 
Northcraft, 1990). One would expect knowledge and experience to be 
highly correlated, but they are not the same thing; the kind of knowl-
edge that is associated with expertise is assumed to include a relatively 
deep understanding not only of subject matter but of problem-solving 
strategies that are effective in the domain (Neale & Northcraft, 1990).

Evidence of the role of problem-solving know-how in expertise 
comes from studies like that of Chi, Feltovich, and Glaser (1981) who 
converted their participants’ protocols into production rules (Newell, 
1973) and found that the experts’ production rules contained references 
to explicit methods, whereas those of the novices did not. They con-
cluded from this that experts have stored in memory schemata that are 
associated with specifi c problem types and that these schemata are likely 
to include appropriate solution methods. The possibility that experts’ 
knowledge helped them focus on the essentials of the problem and to 
not be distracted by less essential features is suggested by the fact that 
when asked to identify words in a problem statement that were helpful in 
deciding how a problem was to be solved, the words selected by experts 
were a subset of those selected by novices. 

Another way in which the knowledge of experts may differ from 
that of novices is that experts may be able to judge the plausibility of a 
solution to a problem without working through the steps necessary to 
solve it precisely. That is to say, an expert may be able to decide whether 
a solution that has been proposed is the right type of solution on the basis 
of qualitative considerations. A novice is less likely to be able to do this. 

That experts have a larger store of domain knowledge than do nov-
ices may mean that they can solve, without much thought, problems that 
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will require a lot of thinking on the part of novices. If one overlooks this 
possibility, one can be misled by the results of studies of expert problem 
solving that were conducted for the purpose of fi nding clues to good 
reasoning. The obvious risk is that of attributing to good reasoning what 
may have been based largely on knowledge and required little reasoning 
at all. It has been suggested that the main difference between experts 
and lay people of comparable educational level may be in the amount of 
domain knowledge they have at their disposal and not in the way they 
think (Fischhoff, Slovic, & Lichtenstein, 1982).

Several investigators have emphasized the importance of 
metaknowledge in expertise. Not only do experts know more about their 
domain of expertise than do nonexperts, they appear to have a better 
understanding of the scope and limitations of their knowledge, although 
they are not immune to the tendency, which appears to be relatively 
universal, to overestimate how much they know (Odean, 1998). Expert 
problem solvers appear to be more aware of their own problem-solving 
processes than are novices (Champagne, Klopfer, & Anderson, 1980), 
and to give evidence of being better able to manage effectively their own 
cognitive resources (Schoenfeld, 1983). 

That experts have a greater amount of knowledge about a problem 
domain than do novices permits them to classify problems as to types for 
which effective approaches are known, to make inferences from problem 
descriptions that novices are unable to make, to avoid being distracted 
by uncritical aspects of a problem description, to anticipate the types of 
solutions that must be obtained, and to judge the plausibility of solutions 
that are found. A question on which there is less agreement is whether 
experts differ from novices in ways other than the extent of their domain-
specifi c knowledge bases. Do the processes they use differ in signifi cant 
ways? Do experts have a more effective collection of domain-indepen-
dent approaches to problem solving? How do the experts compare with 
the novices when working in an area that is unfamiliar to both? On 
these questions the data are not conclusive.

Responsibility for Knowledge 

All of us assume certain common knowledge on the part of other people, 
including strangers, and we fi nd it odd when someone appears to lack 
some bit of knowledge that we assume everyone has. We are surprised, 
for example, to encounter an adult resident of an industrialized country 
who does not know how to use a telephone, or who is unaware that one 
must pay to ride on a bus, or who believes that potatoes grow on trees. 

□
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Of course, what constitutes common knowledge is not very precisely 
bounded and its edges are fuzzy. We would be less shocked to discover a 
city dweller who believed that potatoes grow on trees than to fi nd one 
who is unaware that Wednesday follows Tuesday with some regularity. 

Cherniak (1986) notes that society holds individuals responsible for 
knowing certain things. The principle that ignorance of the law usually 
is not a defensible excuse for breaking it illustrates the point. Should we 
take the position that the acquisition of certain types of knowledge is a 
requirement of rationality, independently of considerations of the law? 
Or to put the question another way, should we assume that rational peo-
ple will, by virtue of their rationality, take the responsibility to acquire 
certain types of knowledge? 

One might argue that a person who elects to embark on a par-
ticular course of action without making any effort to determine what 
the outcome of that course, or of alternative courses that could have 
been chosen, is likely to be is behaving irrationally. Or one might take 
a similar position with respect to the person who takes one or another 
side in a dispute without attempting to become informed with respect 
to the issues involved. We do see it as a requirement of rationality that 
one acquire, or at least attempt to acquire, certain types of knowledge 
in particular situations, or so it seems to me. Lack of knowledge—or at 
least lack of effort to acquire knowledge—can be considered evidence, in 
some cases, of irrationality; ignorance is not always a justifi able excuse, 
even when there is no question of whether one has explicitly broken a 
law. 

Dawes (1988) takes the position that ignorance in certain situations 
is unethical. He illustrates the point by reference to the considerable 
amount of evidence that the future behavior of individuals, say in aca-
demic or job situations, is predicted better by objective data (test scores, 
actuarial statistics) than by opinions formed from brief unstructured 
interviews. He argues not only that “it is unethical for psychologists who 
know that unstructured interviews are generally not predictive of future 
behavior to decide to base a personnel or legal decision on a particular 
unstructured interview or set of interviews,” but that it is “even unethi-
cal for a psychologist involved in such decision making to remain igno-
rant of the research literature concerning the invalidity of unstructured 
interviews—through intellectual laziness or a defensive attribution that 
the research is somehow ‘irrelevant’ to his or her particular practice” (p. 
270). Strong words, but well said.

The question of what a rational person has a responsibility to learn, 
and of how that depends on the culture in which the person lives, is com-
plex; the claim I wish to make here is that society has a right to expect its 
members to learn certain things—barring disabilities that would make 
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it impossible to do so. One can only be expected to form opinions and 
make decisions within the scope of one’s knowledge, but one can be 
expected to acquire specifi c types of knowledge and can reasonably be 
considered irresponsible for failing to make an effort to do so. How dif-
fi cult the acquisition of specifi c types of knowledge may be depends, of 
course, on many factors, not the least of which are the information han-
dling and dissemination capabilities of the society in which one lives. 

Brown (1989) has given a fascinating account of how the ways in 
which information moved through society changed in America during 
the 18th and 19th centuries, and of the social signifi cance that posses-
sion of various types of information had. The overall trend during this 
period, and indeed at least since the invention of print technology in 
15th century, has been for information of all types to become increas-
ingly available to everyone. Knowledge that would have been extremely 
diffi cult for the average colonial American to have acquired, and impos-
sible for most 13th century Europeans, is readily available to us from a 
variety of sources and in several forms. (Brown provides the interesting 
statistic: in the latter part of the 18th century, a book cost from a day’s to 
a week’s wages for a common laborer in the United States.)

Should the requirements of rationality be different in a society in 
which information is abundant from what they are in a society in which 
information is scarce? Surely, when information is abundant and easily 
accessible, ignorance is less easy to excuse than when it is scarce. But 
when information is abundant, as it is today, one must choose what to 
pay attention to; there is far too much to permit one to assimilate it all. 
When information is scarce, as it was in 17th-century America—pre-tele-
vision, pre-radio, pre-newspaper, pre-public library, pre-Internet, books 
in limited supply and costing a much larger percentage of a laborer’s 
income—one does not have a selection problem, or at least not one of the 
same magnitude. When one does have the problem of choice, does one 
have a responsibility to choose well?

What are the implications of specialization—which seems not to 
be a matter of choice, given the disparity between what there is to know 
and the limitations of the individual mind—for rationality? How are 
we to think about the unhappy, but possibly unavoidable, tendency for 
the scope of specialties to become increasingly narrow. What are we to 
make, for example, of the schism that Kline (1980) claims has devel-
oped between mathematics and science? “In Bacon’s time the concern 
of mathematicians with physical studies needed no prompting. But 
today the break from science is factual. In the last one hundred years, 
a schism has developed between those who would cleave to the ancient 
and honorable motivations for mathematical activity, the motivations 
which have thus far supplied the substance and fruitful themes, and 
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those who sailing with the wind investigate what strikes their fancy. 
Today mathematicians and physical scientists go their separate ways. The 
newer mathematical creations have little application. Moreover, math-
ematicians and scientists no longer understand each other, and it is little 
comfort that, because of the intense specialization, mathematicians do 
not even understand other mathematicians” (p. 286). 

There are examples of areas of science that were once considered 
relatively independent of each other that have recently been coming 
together over questions of common interest. The interaction of particle 
physicists and astronomers, in their mutual quest for information about 
the origin, early history and destiny of the universe, is a case in point. 
The discovery of each other by the sciences of the ultrasmall and the 
ultralarge and their synergetic exploration of questions of cosmology is 
an especially interesting aspect of the recent history of science. 

This being said, however, there can be little doubt that most sci-
entists (as well as most mathematicians) are forced to focus on a very 
narrow specialty if they are to hope to do original work in their fi eld. 
And the demands of any given specialty are suffi ciently great as to allow 
relatively little time to devote to learning a lot about specialties other 
than one’s own or about the “larger picture.” This is true not only in 
science and mathematics but more generally. As the amount of knowl-
edge in nearly every fi eld has expanded explosively, individual profes-
sionals have felt obliged to focus on ever more narrow subfi elds in order 
to remain current. 

The need for specializing seems obvious, at least given the limi-
tations of our current educational techniques. Nevertheless, excessive 
specialization is a serious problem for society. Given that the need for 
specialization can be expected to become increasingly acute, how are 
we to ensure that focusing on ever narrower domains does not lead to 
the development of very limited and biased perspectives? How are we to 
guard against the possibility that people working in different areas will 
have less and less to say to each other, that their understanding of each 
others’ perspectives will diminish, along with their basis for common 
values? What does it mean to be rational in an age of specialization? 
Is it possible to have a rational society comprised of narrowly-focused 
specialists who are unable to understand the thinking of people outside 
their specialties? What obligation do the specialists have to know some-
thing about, and to think about, subjects that lie outside their areas of 
special interest? 

Holton (1973) has expressed concern about the divisive and factious 
effect that increasing specialization can have on society. It can lead, as 
he puts it, to “increasing atomization of loyalties within the intelligen-
tsia. The writer, the scholar, the scientist, the engineer, the teacher, the 
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 lawyer, the politician, the physician—each now regards himself fi rst of 
all as a member of a separate, special group of fellow professionals to 
which he gives almost all of his allegiance and energy; only very rarely 
does the professional feel a sense of responsibility toward, or of belonging 
to, a larger intellectual community. This loss of cohesion is perhaps the 
most relevant symptom of the disease of our culture, for it points directly 
to one of its specifi c causes” (p. 448). 

What should a rational person be expected to know, or to attempt 
to fi nd out? When should ignorance be seen as irresponsible? These 
questions are highly relevant to an adequately substantive view of what 
it means to be rational, and they are not easy to answer. What seems 
clear however is that rationality involves accepting responsibility for 
one’s own knowledge within the limits of one’s capabilities to learn and 
to know. Ignorance is, in many instances, a lame excuse for opinions 
and behavior that would reasonably be judged to be irrational in light 
of information that is readily accessible to those who take the trouble to 
avail themselves of it. 
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4
CHAPTER

   Beliefs

Every human mind is a doctrine factory. (Keyser, 1926, p. 56)

Beliefs are indispensable to us; they play essential roles in our daily lives. 
Some beliefs we acquire through personal experience, some we adopt 
as a result of study and refl ection, and some we appropriate uncritically 
from others who happen to hold them. Some are well-founded; others 
are not. However we get them, and however well or poorly justifi ed they 
may be, they guide our behavior and, to a great degree, our reasoning 
as well. It must be the case that, on average, our beliefs are conducive to 
survival, inasmuch as we, as a species, have survived to the present time. 
One can make a convincing argument, however, that many problems—
personal, national, global—have their roots in unfounded beliefs. 

The Nature of Beliefs

What beliefs are, how they are best represented, whether they should 
be treated as all-or-not-at-all affairs or as varying in degree, how they 
become established, and how they affect our reasoning are matters of 
some debate among psychologists and philosophers. Should we admit to 
the existence of beliefs that cannot be expressed in language? Can we be 
said to hold beliefs of which we are not aware? How do beliefs originate? 
How do beliefs affect the quality of one’s reasoning; how does the quality 
of one’s reasoning infl uence one’s beliefs? 

For present purposes, a belief can be thought of as an assertion 
that one considers, or would consider if asked to think about it, likely to 
be true. This is not to claim that all beliefs necessarily are represented 
as assertions but only that they could be. And by referring to assertions 

□
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considered likely to be true rather than to assertions considered to be 
true, I mean to suggest that beliefs are not all-or-nothing affairs but can 
vary in degree. 

Thus conceived, beliefs can differ from each other with respect to 
many characteristics. They may differ in accuracy, the degree to which 
they correspond to fact. They may differ in certainty, or the amount of 
confi dence with which they are held. They may be malleable to differing 
degrees. Some beliefs are closely related in the sense that a change in one 
would necessitate a change in all; some bear so little relationship to each 
other that the truth or falsity of each may be considered irrelevant to 
the truth or falsity of the others. Some beliefs are very signifi cant to the 
individual who holds them and their modifi cation would have important 
implications for the individual’s basic value system; others are incidental 
and their truth or falsity is of minor concern.

Explicit versus implicit beliefs

Harman (1986), among others, makes a distinction between explicit 
beliefs, which are beliefs for which one has explicit mental represen-
tations, and implicit beliefs, which can be inferred from one’s explicit 
beliefs. According to some views of rationality, an ideally rational agent 
holds only deductively closed beliefs, beliefs that are “closed under logi-
cal implication,” which means that anything that is logically implied by 
beliefs explicitly held by the agent is also believed (Harman, 1995). Pre-
sumably this includes beliefs that one does not realize one holds, because 
one has never thought explicitly of them and is unaware that the beliefs 
that one does explicitly hold implies them. Harman argues that ordinary 
rationality does not require deductive closure of beliefs and human limi-
tations preclude it. 

Counting implicit beliefs, or what philosophers have sometimes 
referred to as dispositional beliefs, as beliefs is controversial. Goldman 
(1986), for example, does not count as a belief an assertion to which 
one would give immediate assent—that fi sh do not eat eggs and toast for 
breakfast, say—but about which one had never before thought. Gold-
man does distinguish between activated and inactivated beliefs, the lat-
ter being beliefs in long-term memory when one is not aware of holding 
them. An assertion like the one about what fi sh do not eat for break-
fast cannot be considered an inactivated belief in the sense of being in 
long-term memory, because presumably one cannot remember an idea 
that never before passed through one’s mind. Audi (1982, 1985) takes a 
similar position, making a distinction between having a disposition to 
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believe, which he allows, and dispositionally believing, which he does 
not. Dennett (1978), on the other hand, holds that there are indefi nitely 
many assertions to which each of us would give immediate assent and 
that they should be counted as beliefs even though they are not stored 
explicitly in our memories. 

My inclination is to consider such implicit beliefs as real, inasmuch 
as they can be accessed, just as can explicitly stored beliefs, and used 
for reasoning purposes in appropriate contexts. Moreover, one can give 
reasons for implicit beliefs as well as for explicit ones. If I were asked, 
for example, if I believe there is anyone alive today who is 10 feet tall, 
I would say no. Apparently I hold the belief that all living people are 
less than 10 feet tall, although until asked the question (in this case by 
myself) I was not aware of holding this belief. I certainly do not know for 
a fact that there is no one alive today who is 10 feet tall; however, I am 
confi dent enough that it is the case to be willing to bet on it at relatively 
large odds. My confi dence rests on several considerations. I guess height 
to be more or less normally distributed around a mean close to 5 feet 6 
inches with a standard deviation of perhaps about 6 inches, so a height 
of 10 feet would be 8 to 10 standard deviations above the mean—not 
impossible, but highly unlikely. Second, I assume that if there were such 
a person, it would be so unusual as to be newsworthy, so there is a good 
chance I would have heard about it. Third, there are reasons, I think, to 
believe that a height of 10 feet would be anatomically precarious for an 
organism with the structure of the human body (Haldane, 1928/1956; 
Thompson, 1917/1961). 

Some time after writing the immediately preceding paragraph, it 
occurred to me to check my surmise, which I did by consulting Guin-
ness World Records at www.guinnessworldrecords.com, where I found the 
claim that the “tallest man in medical history for whom there is irrefut-
able evidence is Robert Pershing Wadlow,” (1918–1940) who measured 
8 feet, 11.1 inches shortly before his death. This gave me some reassur-
ance. However, I also learned from Wallechinsky, Wallace, and Wallace 
(1977, p. 308) that there are several other claimed instances of people (all 
deceased) who attained heights of 9 feet and a few inches. This discovery 
decreased the odds somewhat, but not greatly, at which I would wager 
that there is no one alive who is more than 10 feet tall.

In chapter 2 it was argued that, within the limits of practicality, one 
should attempt to hold beliefs that are internally consistent. If we include 
as part of one’s belief corpus all that one believes only implicitly or dis-
positionally, it is too much to ask that one be sure that all such beliefs 
are consistent. Indeed, it is too much to ask that one even be aware of 
what they all are. It may happen, however, that when an implicit belief 
is made explicit, one becomes aware that it is inconsistent with one or 
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more other beliefs that one explicitly holds. In this case, one is obliged, 
in my view, if the beliefs involved are signifi cant, to try to reconcile the 
inconsistency, which means modifying either the implicit belief that just 
became explicit or the old belief(s) with which it is inconsistent. Modify-
ing an implicit belief may be a nontrivial thing to do, inasmuch as it is 
likely to require modifying the belief(s) from which it is derived.

Degrees of belief

There is a middle way between certainty and relativism, which corre-
sponds to the critical adherence to rationally motivated belief, held with 
conviction but open to the possibility of correction. (Polkinghorne, 1998, 
p. 15)

Given that the evidence for some beliefs is much stronger than the evi-
dence for others, should we not expect a rational agent to hold different 
beliefs to different degrees? Should it not be a requirement of rationality 
that the amount of credence one gives to a belief be proportional to the 
amount of evidential support one has for it? This principle is defended 
by Carnap (1950/1962), and Hempel (1965) among others. It has found 
an extreme expression in what Jeffrey (1992) calls radical Bayesianism, 
according to which all beliefs should be represented by probability state-
ments. As to the practical signifi cance of different degrees of belief, 
Ramsey (1931) suggests that one’s degree of belief should be refl ected in 
how willing one is to act on that belief—to act, in other words, as though 
the belief were true. 

Stove (1986) defends a variant of this idea. “Where a conclusion 
is entailed by one’s total evidence, rationality prescribes not only that 
one believe the conclusion: it prescribes a unique degree of belief in it, 
namely a degree of belief which is a fraction 1/1 of one’s belief in the 
evidence. . . . If, for example, the conclusion has probability = 0.95 in rela-
tion to our total evidence, and we are certain of that evidence, rationality 
prescribes a degree of belief in the conclusion which is a fraction 0.95 of 
certainty” (p. 209). Stove is insistent that in the case in which a conclu-
sion is merely probable in relation to one’s total evidence, it is not enough 
to meet the requirements of rationality that one believe the conclusion 
with some degree of belief lower than that which the evidence indicates, 
if one believes the evidence completely and the evidence indicates the 
conclusion has probability = X, one’s degree of belief in the conclusion 
should be X.
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I refer to Stove’s position as a variant of the idea that degree of belief 
should match strength of evidence because he considers the situation 
that one is certain of the evidence in hand and the evidence is probabilis-
tic in nature. The situation is illustrated by the case in which one’s total 
evidence is that 95% of ravens are black and that Abe is a raven. Ratio-
nality dictates, according to this view, that, if one is certain of the evi-
dence, one’s degree of belief that Abe is black should be 0.95 of certainty. 
The question of degree of belief pertains also to situations in which the 
evidence in hand is of uncertain reliability or open to more than one 
interpretation, but it is more diffi cult to be quantitative in such cases. 

The idea that the credence one gives to a hypothesis should be pro-
portional to the weight of evidence for it has been referred to as evidence 
proportionalism, and it has its critics. Goldman (1986) rejects the idea on 
the grounds of unworkability: for one to apply all the evidence available 
on any given issue would require more or less simultaneous activation of 
all one’s beliefs that are relevant to that issue and this is psychologically 
impossible. As a matter of fact, Goldman argues, the human cognitive 
system tends to produce categorical, rather than graded, beliefs.

Harman (1986) too claims that belief tends to be an all-or-not-at-all 
matter; for practical purposes, we either believe something or we do not. 
“If one had unlimited powers of record keeping and an unlimited ability 
to survey ever more complex structures of argument, replies, rebuttal, 
and so on, it would be rational always to accept things only tentatively as 
working hypotheses, never ending inquiry. But since one does not have 
such unlimited powers of record keeping, and has a quite limited ability 
to survey reasons and arguments, one is forced to limit the amount of 
inquiry in which one is engaged and one must fully accept most of the 
conclusions one accepts, thereby ending inquiry. Tentative acceptance 
must remain a special case of acceptance. It cannot be the general rule” 
(p. 50). Levi (1980, 1991) also sees beliefs as essentially all-or-none; they 
may be changed, but while we hold them, we behave as though they 
were certain, in his view. 

A middle-of-the-road position is taken by Lyttleton (1977), who 
suggests that we tend to accept or reject beliefs in an all-or-not-at-all 
fashion, but sees this as a reasoning fault that we should attempt to 
remedy, at least as it applies to our acceptance or rejection of scientifi c 
hypotheses. “It seems to be a common defect of human minds that they 
tend to crave for complete certainty of belief or disbelief in anything. 
Not only is this undesirable scientifi cally, but it must be recognized that 
no such state is obtainable in science. However successful and reliable a 
theory may be up to any point of time, further data may come along and 
show a need for adjustment of the theory, while at the other extreme, 
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however little confi dence one has in a hypothesis, new data may change 
the situation” (p. 14). Lyttleton’s advice regarding the attitude one should 
adopt toward any scientifi c hypothesis is never to let one’s estimate of the 
probability that it is correct get to either one or zero. 

My own position is close to that of Lyttleton. We are inclined to 
accept or reject beliefs in an all-or-not-at-all way, and although doing so 
may conserve cognitive effort and may suffi ce for many purposes, it also 
gets us into diffi culties. It makes us behave as though the grounds for 
many of our beliefs were stronger than they really are and, similarly, it 
leads us to underestimate—or to discredit entirely—whatever evidence 
may favor beliefs we do not hold. I want to argue that we may entertain 
beliefs in an all-or-not-at-all fashion for most everyday purposes, but that 
we should recognize that doing so is a matter of practical convenience 
and that when the justifi ability of a particular belief is called into ques-
tion, the all-or-not-at-all perspective is often less appropriate than one 
that recognizes degrees of certitude.

Failure to recognize degrees of belief can lead to the acceptance of 
mutually contradictory beliefs. For example, one might believe of each 
individual ticket in a fair lottery with one million tickets that that partic-
ular ticket will not win. On the other hand, one knows that one of those 
tickets will win, so one knows the conjunction of the individual beliefs 
to be untrue. Kyburg (1983) uses this example to illustrate the possibility 
of accepting each of several statements as true while believing the state-
ment “all of these statements are true” to be false.

The only escape from this dilemma is recognition of degrees of 
belief—of probabilistic beliefs—and in particular acknowledgement of 
the difference between believing that a ticket has zero chance of win-
ning and believing that it has an extremely small chance of winning. 
One might argue that such a distinction has no practical signifi cance; 
one chance in a million is tantamount, for practical purposes, to a prob-
ability of zero. And this argument has some force: .000001 is indeed, for 
practical purposes, very close to 0. But people do buy tickets in million-
to-one lotteries, which seems to be fairly compelling evidence that they 
do not consider their chances of winning to be nil. Of course, people may 
underestimate the odds against them. They know someone will win and 
they may well fi nd it easier than is reasonable to imagine themselves as 
that person. 

What should determine the strength of belief? The answer that 
comes immediately to mind is “the weight of the evidence for and against 
it,” but a moment’s refl ection makes it clear that this will not do. The 
weight of what evidence? Certainly not all the evidence there is that 
is relevant to the belief in question. No fi nite being is likely ever to be 
aware of all the evidence that exists pertaining to anything. The evi-
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dence in hand? But what if that evidence was obtained by a biased search 
for evidence that supports the belief? And even if the process for gather-
ing information was unbiased and yielded a representative sample of the 
evidence that exists, who is to decide the degree of relevance that vari-
ous items of information have and who is to determine the weights that 
should be assigned? 

Deciding how much weight should be given to evidence of various 
sorts involves a considerable degree of subjective judgment. Consider the 
question of whether there is intelligence in the universe other than what 
is to be found on earth. Among scientists, one can fi nd a range of opin-
ions on this question, including the opinion that the answer is not really 
a matter of opinion: “That other intelligences do not exist is so improb-
able as to be unworthy of further speculation” (Atkins, 1994, p. 87). The 
claim that the answer to the question is quite certain rests on assump-
tions that some people will accept without reservation, and therefore 
take as compelling evidence for it, but that others will not. 

Again one is brought back to one’s intuitions. The best one can hope 
to do, it seems to me, is to attempt to gather evidence that one considers 
to be relevant in an unbiased way and to weight it as objectively as one 
can. But having done this, one also must recognize the limitations that 
we all share in this regard, the likelihood that there is relevant evidence 
of which one is not aware, the diffi culty we have in attaching as much 
signifi cance to evidence that counts against a favored belief as we attach 
to evidence that counts for it, the necessary element of subjectivism in 
assessing relevance and evidentiary strength, and so on. The moral is not 
that we should not have strong beliefs, but that we should recognize our 
fallibility as holders of them.

Derivation of beliefs 

Beliefs originate primarily in two ways, from direct experience and 
from instruction. I believe that I am allergic to poison ivy because of the 
unpleasant consequences of a couple of close encounters with this beau-
tiful but pestiferous vine. I believe that my health would suffer if I were 
to ingest arsenic, not because I learned this from experience but because 
someone took the trouble to record this propensity of arsenic, thus mak-
ing acquiring this belief from experience fortunately unnecessary. 

That we are able to learn from the accumulated experiences of 
previous generations—that we have developed ways of representing 
knowledge so that it can be preserved, amended, refi ned, and passed 
from one generation to the next—is certainly one of the more important 

RT94878_C004.indd   119RT94878_C004.indd   119 10/23/2007   9:45:30 AM10/23/2007   9:45:30 AM



120 Aspects of Rationality

 distinguishing features of humankind as a species. If each of us could 
know no more than what we could learn from personal experience, we 
would be very limited indeed. 

But personal experiences and information obtained from others 
both must be interpreted and evaluated in the light of other things one 
knows or believes. My belief about the consequences of contact with poi-
son ivy was not fully formed at the fi rst scratch. And beliefs that derive 
from what others have had to say on various subjects often are a long 
time in the making. 

The way in which a belief came to be what it is is at least as impor-
tant a determinant of its rationality as is the substance of that belief. If 
I believe something for no better reason than the fact that someone told 
me I should do so, you probably would be reluctant to consider this to 
be an instance of a rational belief, even if you consider it to be well sup-
ported by evidence. On the other hand, if I arrive at a belief that you 
consider to be false, but do so because that belief is consistent with the 
relevant information that is available to me, you perhaps would not judge 
my thinking to be irrational simply because the belief at which I arrived 
is contrary to evidence of which you are aware but I am not. 

Some people have held the view, uncomplimentary to humankind 
as a whole, that the beliefs of most people on many subjects are not 
well founded, but are simply appropriated uncritically from others. A 
contrasting view is that most of the beliefs that most of us hold, if not 
necessarily true, at least function to our benefi t. According to one ver-
sion of this view, we are predisposed to arrive at beliefs that are useful 
and consistent with our well-being as individuals and as a species. Lycan 
(1981), who holds this view, suggests that there are certain fundamen-
tal—as opposed to derived—rules of inference that we use to arrive at 
beliefs. Finding out what the rules are is an empirical task, but explain-
ing why we ought to obey those particular rules rather than some others 
is not. “This [latter] question cannot properly be a request for a proof or 
derivation of the rules from any more fundamental principles, for by 
hypothesis the rules are themselves fundamental. The question must 
rather have the force of asking why it is good or desirable or useful for us 
to use those rules, to operate according to those principles, rather than 
others” (p. 345). 

Lycan’s own answer to this question invokes the idea that the cog-
nitive propensities that we as a species have acquired are those that are 
conducive, given our limited cognitive resources, to the formation of 
useful beliefs. Useful beliefs are those that promote our survival and well 
being. Because our cognitive resources are limited, the set of basic prin-
ciples on which we operate will have to be small and to gain effi ciency at 
the cost of care and detail. We are built, Lycan argues, “to prefer simpler 
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hypotheses to more complex ones because they are easier to work with 
and afford plenitude of prediction out of parsimonious means” (p. 345). 
And generally speaking, we do not change our minds without reason, 
because doing so would be ineffi cient and confusing. 

On this view we would expect certain beliefs to be fairly universal 
and others to differ among different societies. The belief that one cannot 
fl y simply by willing hard enough to do so, for example, would appear to 
be useful in any time and place. However, it is easy to think of specifi c 
beliefs that would be useful in a nontechnical society that would be dys-
functional in a technical society, and conversely.

Beliefs as causal factors in thinking 

The fact that a conviction is irrational doesn’t diminish it; the fact that a 
probability is subjective doesn’t mean it won’t infl uence a decision. (Eke-
land, 1993, p. 135) 

Given the obvious strong causal connection between beliefs and behav-
ior and the fact that reasoning—whatever else it may be—is a form of 
behavior, it would be surprising indeed if what we believe did not greatly 
infl uence how we reason. Precisely how beliefs infl uence reasoning has 
been a focus of some attention from researchers. 

Baron (1985a, 1991) suggests that certain beliefs can enhance 
thinking while certain others can inhibit it. Within the former category 
he lists the following: “that thinking often leads to better results, that 
diffi culties can often be overcome through thinking (rather than, say, 
through luck), that good thinkers are open to new possibilities and to 
evidence against possibilities they favor, and that there is nothing wrong 
(per se) with being undecided or uncertain for a while.” Among beliefs 
that work against good thinking are these: “that changing one’s mind is 
a sign of weakness, that being open to alternatives leads to confusion and 
despair, that quick decision making is a sign of strength or wisdom, that 
truth is determined by authority, that we cannot infl uence what happens 
to us by trying to understand things and weigh them, and that intuition 
is the best guide to the making of decisions” (1985a, p. 254). An impor-
tant part of the teaching of thinking, Baron argues, is promotion of the 
former types of beliefs and discouragement of the latter. 

Baron (1995) also presents evidence that people who believe that 
two-sided thinking (thinking that considers both sides of a controversial 
issue) is better than one-sided thinking (thinking that focuses primar-
ily or exclusively on the reasons that support one side of the issue) are 
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more likely to engage in the former. Interestingly, the majority of par-
ticipants in his study judged one-sided arguments to be superior to two-
sided arguments. 

Beliefs that children hold about intelligence can infl uence the way 
they approach learning tasks. If, for example, children conceive of intelli-
gence as an unchanging property of an individual, they will be motivated 
to display their intelligence by performing well and to avoid situations in 
which they would give evidence of lack of intelligence by making wrong 
responses. On the other hand, if they conceive of intelligence as a col-
lection of skills that can be enhanced as a result of learning, this “incre-
mental” conception will encourage them to attempt to learn not so much 
for the sake of displaying intelligence as for that of expanding it (Dweck, 
1975; Dweck & Bempechat, 1983; Dweck & Elliott, 1983; Dweck & Leggett, 
1988; Elliott & Dweck, 1988; Stevenson, Chen, & Lee, 1993; Torgeson & 
Licht, 1983). Beliefs about the usefulness, or uselessness, of what is being 
studied (Lampert, 1986; Schoenfeld, 1983) and beliefs about the causes of 
success and failure on cognitively demanding tasks (Andrews & Debus, 
1978; Deci & Ryan, 1985; Dweck, 1975; Reid, 1987) have also been seen as 
important determinants of the quality of reasoning and of the effort that 
people are willing to put into improving it. 

Beliefs about one’s own knowledge—especially about its adequacy 
or inadequacy in specifi c domains—can inhibit or stimulate thinking 
about those domains. Boorstin (1985) points out that discovering the 
shape of the earth, the continents, and the ocean, was hindered less by 
ignorance than by the illusion of knowledge. The reference here is to 
the state of affairs that pertained before the sea-going explorations that 
accomplished the charting of the earth, but the observation applies much 
more generally. One is not inclined to ask the kinds of questions that 
lead to discovery if one believes one already knows the answers. At the 
other extreme is the possibility of being paralyzed by the belief that one 
is powerless to have any effect on one’s circumstances or the world more 
generally; the idea that such beliefs can be acquired through early expe-
riences is refl ected in the concept of learned helplessness (Abramson, 
Seligman, & Teasdale, 1978; Dweck, 1975; Diener & Dweck, 1978; Selig-
man, 1975).

Among the better-documented effects of beliefs on reasoning are 
a number of phenomena that can be seen as manifestations of what has 
become known as the confi rmation bias (Nickerson, 1998). This bias can 
be characterized in a variety of ways. One manifestation of it is as a 
tendency to seek and interpret evidence in ways that are supportive of 
preexisting beliefs. Beliefs that are widely held within a community can, 
and often do, constrain the reasoning of members of that community. As 
Himsworth (1986) puts it: “It would seem . . . . that any idea that comes to 
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be held in common by a group of men will, ipso facto, acquire an ascen-
dancy over their thought processes. Thereby, it is translated from the 
status of a concept to be considered in the light of the evidence to that of 
a belief which it is morally incumbent upon them to accept” (p. 81).

That beliefs infl uence reasoning in numerous ways can hardly be 
doubted, but just as surely, reasoning must infl uence beliefs. In particu-
lar, we must assume, reasoning well should help one arrive at true beliefs 
(although, for a contrary opinion, see Stich, 1990). There is a problem 
here, however, in fi guring what is cause and what is effect. The quality 
of one’s reasoning must be judged within the framework of the individu-
al’s belief system. What looks like careful insightful reasoning as judged 
within the frame of reference of one belief system may appear to be irra-
tional or bizarre as judged within another, and conversely. On the other 
hand, the beliefs one holds are, to a large degree, a consequence of the 
quality of the reasoning that has produced them. We seem to be travel-
ling in a small circle, but this may simply refl ect the reality of the tight 
coupling between beliefs and thought.

Schwartz (1997) points out that ideas can permeate a culture and 
have profound effects on people’s beliefs and behavior, and that this is 
the case for false ideas as well as true ones. He notes how, if specifi c ideas 
(e.g., about effects of aging on performance, about gender differences 
in mathematical ability, about race and intelligence) become part of the 
prevailing belief systems within a culture, they can, by affecting policies 
and practices, be causal agents in their own confi rmation. Eccles and 
Robinson (1985) make the thought-provoking argument that human 
goals and actions are greatly infl uenced by our beliefs about ourselves, 
by the “sort of being” we think we are. “Indeed, to a striking degree the 
very character of laws, governments, educational institutions, and inter-
national relations has depended historically on fundamental notions 
about the nature of human nature” (p. 3).

Justifi cation of Beliefs

The central problem of epistemology is the fi rst-person problem of what to 
believe and how to justify one’s beliefs. (Nagel, 1986, p. 69)

“Warranted belief,” one defi nition goes, “is what a person should believe, 
given the available information. Thus, warranted belief is rational” 
(Frick, 1996, p. 384). Presumably most people want to hold warranted 
beliefs. Possibly, as Kuhn (1992) contends, generating justifi cations for 
beliefs is the most important way in which most people use higher-order 

□
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thinking. But what constitutes a warrant? What justifi es the holding of 
a particular belief?

Belief justifi cation cannot be simply a matter of the truth or falsity 
of the beliefs in question; clearly it is possible to hold false beliefs for good 
reasons and to hold true beliefs for poor ones. Or to make the point in 
other words, a belief can be true without being justifi ed, and because a 
belief is baseless does not necessarily mean that it is false. Many beliefs 
that once were consistent with the scientifi c understanding of the day 
are now known to be false, but we would not deny that people who held 
them on the strength of their scientifi c credibility held them for good 
reasons. We would say, perhaps, that such beliefs once were justifi ed, 
but no longer are. On the other hand, if I hold a belief that happens to 
be true—say that world climate is warming as a consequence of human 
behavior is basically correct (assuming for the sake of argument that it is 
so)—but I believe it for the simple reason that an environmental activist 
of my acquaintance claims it to be so, should this belief be considered 
justifi ed? If I have made no effort to examine the evidence and attempt 
to understand the arguments pro and con, am I entitled to claim that my 
personal belief with respect to this matter—even given that it is shared by 
many knowledgeable people—is justifi ed? Latent in this question is the 
distinction between a belief being justifi ed by evidence and the holder of 
a belief being justifi ed in holding that belief by virtue of being aware of 
and accepting that evidence.

But one might argue that there may be good reasons for holding a 
belief apart from any evidence of its truth that may be at hand—that it is 
comforting, that it permits one to think well of one’s friends or acquain-
tances, that it helps one to lead a good life or to preserve one’s sanity. I 
fi nd this argument quite compelling, but am inclined to consider such 
reasons for holding a belief to be non-rational—not irrational, but other 
than rational. I like Swinburne’s (1983) defi nition of a rational belief as a 
belief that is justifi ed for epistemological reasons—reasons that concern 
the probability that it is true. 

The question of how beliefs are justifi ed is also different from that 
of how they came to be formed. Some philosophers have held that the 
study of belief formation is the proper focus of psychology while consid-
eration of matters of belief justifi cation is the concern of epistemology 
(Carnap, 1937; Reichenbach, 1938). Although the distinction between 
belief formation and belief justifi cation is clearly a valid one—who can 
deny the possibility of forming unjustifi ed beliefs?—the defensibility of 
a sharp demarcation between the domains of psychology and epistemol-
ogy is less clear. The probability that a particular belief will be formed is 
not, one hopes, completely independent of its logicality and evidentiary 
justifi cation. And although justifi cation may be primarily a matter of 

RT94878_C004.indd   124RT94878_C004.indd   124 10/23/2007   9:45:31 AM10/23/2007   9:45:31 AM



Beliefs 125

satisfying certain rules of evidence and inference, the question of what 
rules are to be followed is a matter of human judgment. In any case, the 
problem of evaluation of beliefs—of deciding what beliefs are warranted, 
of determining what should of should not be believed in any particular 
circumstance—is highly relevant to any inquiry into what it means to 
be rational.

Descartes’s principle of universal doubt

That nobody is really a skeptic—even while philosophizing—becomes clear 
if you watch what we philosophers do, not what we say. (Shatz, 1994, p. 
268) 

Skepticism has a long history and has been expressed in many forms. As 
an articulated philosophy of knowledge, it goes back at least to classical 
Greece. The idea that nothing can be known with certainty beyond what 
can be experienced directly is associated with the school of the Academ-
ics, and the suspending of judgment on questions of the nature of reality 
was made a virtue by the Pyrrhonians (Goldman, 1986). 

This philosophy was expressed in a memorable way by Rene Des-
cartes (1641/1950), who argued that the proper point of departure for the 
establishment of correct beliefs is universal—or nearly universal—doubt. 
He attempted to apply the axiomatic deductive approach of mathematics 
to all knowledge, claiming that the proper way to build knowledge was 
to start by doubting all that could be doubted and to build an epistemo-
logical edifi ce on the foundation of those self-evident truths that legiti-
mately could be considered axiomatic. The recognition of some truths as 
self evident was essential to avoid the black hole of irremediable nihil-
ism, the position that nothing can be known. Albert (1985) sums up 
his epistemology this way: “Basically, all truth is attainable through the 
joint action of self-evident intuition and necessary deduction” (p. 29). 

Descartes’s confi dence in intuition, especially his own, was matched 
by his disdain for the traditional instructional methods of imparting 
knowledge to the young. One cannot help being impressed by the kind 
of ego that would permit a man, after receiving the best education his 
society had to offer, to declare “that he had derived no other benefi t 
from his studies than the conviction of his utter ignorance and pro-
found contempt for the systems of philosophy then in vogue” (Turnbull, 
1929/1956, p. 129).

Hersh (1997) points out that Descartes ignored his own advice in 
his work in mathematics. Athough he embraced the Euclidean ideal of 
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starting from self-evident axioms and proceeding by infallible deduc-
tions in his discussion of method in Discourse on Method, Optics, Geometry, 
and Meteorology (1637), he ignored it in his treatment of geometry. “It is 
strange that in the vast body of writing about Descartes accumulated 
in three centuries, almost no one seems to have called attention to this 
bizarre misfi t—Euclidean certainty boldly advertised in the Method and 
shamelessly ditched in the Geometry . . . . Maybe philosophers don’t read 
the Geometry, and mathematicians don’t read the Method” (p. 113). And 
perhaps total self-consistency is too much to expect even from the giants. 
Hersh notes too that Descartes was mistaken in his mathematics on sev-
eral points, a fact that discredits his claim of certainty. 

Related to Descartes’s principle of universal doubt, but not quite as 
extreme, is the idea that all the beliefs one holds should be evaluated crit-
ically. Commenting on courses that are intended to teach critical think-
ing, Hatcher (1985) suggests that the goal should be to teach students to 
evaluate their own beliefs and those of others critically, before endors-
ing or acting upon them. He points out that this can be diffi cult, that it 
may involve the unpacking of arguments, the identifying of premises 
and conclusions, the detection of hidden assumptions or presuppositions, 
the disambiguation of language, and the determination of whether the 
beliefs or conclusions of interest are adequately supported by the prem-
ises from which they are derived. Reasonably held beliefs, he contends, 
are conclusions of arguments that have strong logical support. 

Shermer (2002b) considers skepticism to be a vital part of science. 
“Science is a specifi c way of analyzing information with the goal of test-
ing claims . . . . The process is a constant interaction of making observa-
tions, drawing conclusions, making predictions, and checking them 
against evidence” (pp. 18, 19). He argues, however, that skepticism is to 
be indulged in moderation. Pure skepticism, taken to an extreme, cannot 
stand, because to be skeptical about everything is to be skeptical of one’s 
own skepticism. Or to put it another way, the position that no statements 
are true or false, or that there is no such thing as truth, is self-defeating, 
because to take that position is to accept the idea that there is at least one 
thing that is true—namely the position itself—and one counterexample 
is enough to show the general claim that nothing is true is false. 

Skepticism in moderation was also counseled by Hume. Adler (1981) 
approvingly describes Hume’s position on the subject as consisting “in an 
ever-present tincture or tinge of doubt that should accompany all—or, 
if not all, most—of the judgments we make concerning what is true or 
false. It should arise from our acknowledgment of the infi rmities—and 
the consequent fallibility—of the human mind. It holds a middle ground 
between what Hume calls excessive skepticism at one extreme and 
excessive dogmatism at the other, a dogmatism that claims certitude and 
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infallibility about matters in which neither is attainable” (p. 40). Adler 
follows this description of Hume’s attitude with his own view that one 
should adopt a form of skepticism that does not challenge the objectivity 
of truth, but recognizes the fallibility of human judgments and the rarity 
of beliefs about which one can be certain.

Alternative views

We are, all of us . . . . much more credulous creatures than we perhaps 
like to think. Even the most skeptical have to take many things on faith. 
(Young, 1978, p. 252) 

Descartes’s dictum, as well as less extreme forms of skepticism, has been 
rejected by some philosophers, notably Peirce and Quine, in favor of the 
idea that one should, for the most part, take the majority of one’s belief’s 
for granted (Cherniak, 1986). Swinburne (1996) expresses a similar 
view: “it is a basic principle of rationality, which I call the principle of 
credulity, that we ought to believe that things are as they seem to be 
(in the epistemic sense) unless and until we have evidence that we are 
mistaken . . . . If you say the contrary—never trust appearances until it 
is proved that they are reliable—you will never have any beliefs at all. 
For what would show that appearances are reliable, except more appear-
ances?” (p. 131). 

Most psychologists, I assume, would reject the principle of univer-
sal doubt as a practical impossibility. We really have no choice but to 
accept many things on faith. The risk is that we will be misled to believe 
things that are not true, but to refuse to believe anything for which one 
lacks ironclad evidence is to make it impossible to learn from others or 
from the storehouse of accumulated human knowledge. There is the pos-
sibility, as Richards (1996) argues, that most of us, most of the time, will 
hold confused or wrong beliefs, at least in subjects in which we lack 
expertise. But inasmuch as we cannot be experts in everything, we have 
no choice but to rely on others for guidance regarding what we should 
believe on specifi c topics.

If we did not do this, we could not learn from others, because such 
learning is based on believing. Wittgenstein (1972) puts it this way: “I 
believe what people transmit to me in a certain manner. In this way I 
believe geographical, chemical, historical facts, etc. That is how I learn 
the sciences” (p. 25). This is not to say, of course, that one should never 
doubt what one is taught; but if one doubts everything one is taught, there 
is little hope of learning anything. Of course, one has the problem of 
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deciding who is to be believed and who is not. But, generally speaking, 
we tend to believe people that we assume know what they are talking 
about and have no reason to wish to deceive us. 

The role that Descartes gives to self-evident truths as the founda-
tion on which beliefs were to be constructed has also been challenged. 
Albert (1985) aggressively attacks the philosophy of foundationalism. No 
belief, in his view, is self-evidently true and beyond critical evaluation. 
His criticist philosophy holds that knowledge progresses by the construc-
tion and criticism of ideas and that the criticism of all ideas is a moral 
obligation. 

Opposing the view that all beliefs need to be justifi ed is the view, 
sometimes known as fi deism, according to which the justifi cation of all 
beliefs is not possible; some beliefs, according to this view, must be taken 
as givens—accepted on faith. Hauptli (1995) distinguishes between fi de-
ists and justifi catory rationalists, and notes that the former accept a limi-
tation on human reason that the latter reject. In rejecting the fi deists’ 
position that the limitations of human reason dictate that certain beliefs 
must be accepted uncritically as basic and unchallengeable, justifi catory 
rationalists obligate themselves to show that their beliefs are indeed jus-
tifi ed. Hauptli points out that this demand opens justifi catory rational-
ists to the question of how to justify their commitment to their rational 
standard without begging the question. One possible response to this 
question, he notes, is to redefi ne the rationalistic position so as to require 
justifi cation for all beliefs, theories, etc, except this belief in the necessity 
for justifi cation, which, of course, weakens the position considerably—if 
there can be one exception to the general rule, why should there not be 
others? 

Judging the rationality of beliefs

[R]ationality of belief involves two aspects: support by reasons that make 
the belief credible, and generation by a process that reliably produces true 
beliefs. (Nozick, 1993, p. 176) 

How, in view of the range of opinions that have been expressed on the 
roles of doubt and trust in their formation and retention, are we to judge 
the rationality of beliefs? What are we to make, say, of Aristotle’s belief 
that planetary bodies move in circular orbits because the circle is the 
perfect curve, a belief that persisted among astronomers until Kepler was 
able to demonstrate that the assumption of elliptical orbits would lead to 
a useful simplifi cation of the Copernican theory of planetary motion? Or 
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what do we say to the opposition among astronomers to Galileo’s discov-
ery in 1610 of four of the moons of Jupiter, on the grounds that the num-
ber of bodies circling the Earth (or Sun) had been assumed to equal the 
number of openings (seven) in the human head (Asimov, 1976)? What 
should we think of Euler’s belief that both 1/0 and 2/0 are infi nite, and 
that 2/0 is twice as large a 1/0? (Kline, 1980). Or, coming closer to our 
own age, how do we judge the belief of the editor of a prominent Phila-
delphia newspaper who, in 1894, “cautioned his readers not to converse 
by phone with ill persons for fear of contracting contagious diseases” 
(Marvin, 1988, p. 81)?

It is very easy to be uncharitable in judging the rationality of beliefs 
that once were held but no longer are. It is all too easy to forget that beliefs 
should be judged in terms of what people could reasonably be expected 
to know at the time. James Ussher, known to posterity as Bishop Ussher, 
and remembered primarily as the cleric who, in 1664, set the time of 
creation at 6:00 p.m. on October 22, 4004 BC, has been the subject of 
intense ridicule for propounding such a view. But, as Gould (1993) has 
pointed out, Ussher was a scholar—quite probably more so than many 
of his modern-day detractors—working within the accepted knowledge 
of his time and reaching conclusions not greatly different from those 
reached by other scholars among his contemporaries. 

Gorst (2001), who has engagingly told the story of how Ussher 
arrived at his estimate of the moment of creation, notes that a later sur-
vey of works of the period found some 128 different dates for the event, 
ranging over three millennia. What set Ussher’s estimate apart from 
those of many of his contemporaries was the painstaking research on 
which it was based—before the discovery of geological strata and the 
fossil records they contain, of the process of radioactive decay and the 
atomic clock it provides, and of numerous other discoveries that made 
possible the estimates of the ages of the earth and universe that are gen-
erally accepted today. Ussher spent 20 years, during a time of uncer-
tainty and civil upheaval, working on his The Annals of the World, a heroic 
attempt to give a comprehensive account of the history of the world from 
the moment of creation to 70 AD. Gorst points out that in the course of 
this effort, he amassed a library of some 10,000 volumes—a remark-
able feat in itself in view of the fact that at the outset of his quest, the 
library of Trinity College, his alma mater, contained the grand total of 
40 volumes. 

The Romans drained their swamps on the strength of the fact that 
people who lived near them tended to experience a certain type of illness 
more often than those who did not; they believed that the illness was 
caused by the bad air the swamps produced. In fact the illness, malaria, 
was determined much later to be caused by a protozoan transmitted by 

RT94878_C004.indd   129RT94878_C004.indd   129 10/23/2007   9:45:32 AM10/23/2007   9:45:32 AM



130 Aspects of Rationality

mosquitoes, which bred in the swamps. The swamps were drained for 
the wrong reason, but the action had the desired effect of reducing the 
incidence of the disease. The Romans’ belief about the cause of the illness 
was not true, or, at best, only partially true. Does that make it irrational? 
But the belief led to effective action. Does that make it rational? 

What about the Romans’ action, as distinct from their belief? Was it 
rational? Suppose we judge the rationality of the draining of the swamps 
by Clarke’s (1985) dictum: “A belief not supported by present evidence 
or by evidence which could be obtained cannot itself provide a basis for 
justifying an action as itself rational” (p. 32). To what extent should we 
consider the belief in bad swamp air to be supported by evidence at hand 
at the time? Surely it would be unreasonable of us to condemn their 
belief on the grounds that evidence of the role of mosquitoes in trans-
mitting illness could have been obtained had they looked for it. Clarke 
makes a distinction between justifying actions on the basis of their ratio-
nality and doing so on the basis of their practicality: “What ought to have 
been done depends on what in fact were the relevant circumstances and 
what consequences the means had; what is rational depends on what 
was believed to have been the circumstances and the consequences of the 
means” (p. 33). Although in the case of the Roman swamps, their drain-
ing appears to have been the right action both in terms of what ought 
to have been done and what was rational, given the beliefs of the day, 
Clarke argues that this convergence does not always occur: “Since beliefs 
can often be mistaken, ‘ought’ and ‘rational’ can be used to arrive at 
confl icting assessments of a past action” (p. 34).

Belief justifi cation and truth

It was noted above that for a belief to be justifi ed is not the same as for 
a belief to be true. It seems reasonable to expect, however, that, other 
things equal, beliefs that are justifi ed are more likely to be true than are 
beliefs that are not justifi ed—or that beliefs that are justifi ed are likely 
to be closer to the truth, on average, than are beliefs that are not justi-
fi ed. At least I fi nd it easier to make that assumption than any confl icting 
alternative. Presumably, the primary motivation for wishing to justify 
beliefs is to increase the likelihood of holding beliefs that are true.

Some writers have taken the position that most of the beliefs that 
people hold must be true or else we would not have survived as a species 
(Goldman, 1986; Lycan, 1988; Millikan, 1984). Papineau (1987) argues 
that inasmuch as true beliefs are biologically advantageous, natural 
selection would have ensured the survival of habits of thought that cor-
respond to deductively valid steps, which is to say habits that would have 
produced true new beliefs from true old beliefs. Adler (1981) supports 
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a similar perspective in contending that we are committed to the view 
that we can discriminate between what is true and what is false, and our 
behavior is grounded in that commitment.

Certainly survival depends on possession of some true beliefs, or, 
to put it the other way round, survival would be seriously threatened by 
certain false beliefs. If all of us suddenly acquired the belief that we could 
defy the laws of gravity with impunity, the species would undoubtedly 
suffer a setback. But the fact that we can easily think of false beliefs that 
would be threats to survival does not prove the conjecture that survival 
of the species to this point has depended on most of our beliefs being true. 
The claim that true beliefs are, in general, more conducive to survival 
than are false ones is not universally accepted. Stich (1990) has made an 
extensive argument against it. To establish the plausibility of his posi-
tion he hypothesizes two systems, an overly cautious one that leaps to 
the conclusion that danger is present on slight evidence and another that 
waits for more conclusive data. The fi rst system may entertain more false 
beliefs than the second, but it may survive longer because it is less likely 
to make the more risky of the two possible types of misclassifi cations. 

The association of true beliefs with rationality has not always been 
seen as the basis of the survival value of such beliefs. Nozick (1993) points 
out that two themes relating to the question of what constitutes rational 
belief permeate the philosophical literature. “First that rationality is a 
matter of reasons. A belief’s rationality depends upon the reasons for 
holding that belief . . . . Second, that rationality is a matter of reliability. 
Does the process or procedure that produces (and maintains) the belief 
lead to a high percentage of true beliefs?” (p. 64). Neither theme alone, 
Nozick suggests, exhausts our notion of rationality: “Reasons without 
reliability seem empty, reliability without reasons seems blind” (p. 64). 
Reasons may themselves be beliefs and thus in need of support, which 
means that rational justifi cation of a belief may involve justifi cation at 
more than one level. Braithwaite (1953/1974) makes a similar point in 
contending that the reasonableness of a derived belief depends on the 
reasonableness of the beliefs from which it was inferred. 

Judging one’s own beliefs

How should one judge the rationality of one’s own beliefs? Each of us has 
many of them—about the way the world works, about ourselves, about 
ethics and morality, about rationality, about questions of origin, purpose, 
destiny and other topics that have engaged philosophers for as long as we 
have any record of the subjects of their thought. We must have beliefs; 
we could not function without them. Clearly, not all beliefs are equally 
justifi ed. Surely we must agree with Audi (1985) that a belief, or action 
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predicated on a belief, should not be deemed rational if the person who 
holds it has enough evidence against it to dissuade a rational person from 
holding it; but how do we escape the circularity of this position? How 
are we to judge the justifi ability of beliefs from a rational point of view? 
Audi’s answer to this question is that beliefs are justifi ed by being well-
grounded, either directly, say through an appropriate personal experience 
or because of the self-evident nature of a proposition believed, or indi-
rectly via other beliefs that are derivable, at least in part, from directly 
justifi ed ones. Well-groundedness, Audi notes, is a criterion that admits 
of degrees, so a belief, an action, or a desire can be rational without nec-
essarily being maximally rational. 

Inwagen (1994), a philosopher, puts the problem of judging one’s 
own beliefs this way. “Philosophers do not agree about anything to speak 
of. And why not? How can it be that equally intelligent and well-trained 
philosophers can disagree about the freedom of the will or nominalism 
or the covering-law model of scientifi c explanation when each is aware 
of all of the arguments and distinctions and other relevant considerations 
that the others are aware of? How can we philosophers possibly regard 
ourselves as justifi ed in believing anything of philosophical signifi cance 
under these conditions?” (p. 41). Inwagen points out that the dilemma 
is not unique to philosophers. How, he asks, can one consider a political 
position that one holds to be justifi ed, given the knowledge that there are 
people at least as well-informed and as capable of evaluating arguments 
as oneself who hold diametrically opposing views? “How, then, can I 
maintain that the evidence and arguments I can adduce in support of 
my beliefs actually justify those beliefs? If this evidence and these argu-
ments are capable of that, then why aren’t they capable of convincing 
these other people that these beliefs are correct?” (p. 44). Good questions 
indeed.

Thouless (1947) notes the importance, as a fi rst step in dealing with 
our own prejudices—which we usually do not see as prejudices—of rec-
ognizing the fact of their existence and of the likelihood that they play a 
large part in the shaping of our opinions. He advocates being distrustful 
of our own judgments and comparing them carefully with those of peo-
ple who disagree with us, especially in matters in which our emotions 
are strongly involved. This seems to me to be good and useful advice, and 
advice that it is possible to follow, within limits. This is not to argue that 
we can really weigh our own beliefs with complete impartiality, but we 
can, perhaps, learn to do better than we typically do in this regard.

Nagel makes a similar case for the careful consideration of alterna-
tives as a means of assessing one’s beliefs. “Pursuit of truth requires more 
than imagination: it requires the generation and decisive elimination of 
alternative possibilities until, ideally, only one remains, and it requires a 
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habitual readiness to attack one’s own convictions. That is the only way 
real belief can be arrived at” (p. 9).

After discussing a number of “the various foolish opinions to which 
mankind are prone,” Russell (1950) gives some advice to anyone who 
wishes to avoid them. The reader is referred to the original for the full 
benefi t of this advice. Among the rules that Russell recommends, how-
ever, are the following: 

If the matter is one that can be settled by observation, make the obser-
vation yourself.

If an opinion contrary to your own makes you angry, that is a sign 
that you are subconsciously aware of having no good reason for think-
ing as you do. . . . So whenever you fi nd yourself getting angry about 
a difference of opinion, be on your guard; you will probably fi nd, 
on examination, that your belief is going beyond what the evidence 
warrants. 

A good way of ridding yourself of certain kinds of dogmatism is to 
become aware of opinions held in social circles different from your 
own. 

Be very wary of opinions that fl atter your self-esteem.

An approach that Keyser (1926), among others, has suggested is 
to expose one’s ideas to external criticism. It may be too much to ask 
that one who holds a belief criticize it effectively oneself, but it seems 
not unreasonable to expect a willingness to expose one’s beliefs to the 
criticism of people who do not hold them. It is very easy to fool oneself 
into thinking that one is doing just this, when in fact what one is doing 
is seeking further support for the belief in question. Thus, when I ask for 
a candid critique of a favored belief from someone who is not competent 
to provide such a critique, or who is not disposed to argue against it, or 
who, I know, would be reluctant to tell me to my face what nonsense he 
thinks it is, I am not really exposing my belief to the kind of criticism it 
may deserve, although I may fool myself into supposing that I am.

How do we know that the beliefs that most deserve to survive criti-
cism do so? In fact we do not; all we know is that ideas that have sur-
vived are survivable and those that have not are not. We cannot rule out 
the possibility that better ideas than those that have survived have been 
discarded or forgotten, unless we wish to make survival a condition of 
being among the best, as a matter of defi nition. C. S. Lewis (1955) used 

•

•

•

•

RT94878_C004.indd   133RT94878_C004.indd   133 10/23/2007   9:45:33 AM10/23/2007   9:45:33 AM



134 Aspects of Rationality

the term “chronological snobbery” to refer to the uncritical acceptance of 
the intellectual climate of one’s own age and the automatic discrediting 
of whatever has gone out of date. “You must fi nd out why it went out of 
date. Was it ever refuted (and if so by whom, where, and how conclu-
sively) or did it merely die away as fashions do? If the latter, this tells us 
nothing about its truth or falsehood. From seeing this, one passes to the 
realization that our own age is also ‘a period,’ and certainly has, like all 
periods, its own characteristic illusions. They are likeliest to lurk in those 
widespread assumptions which are so ingrained in the age that no one 
dares to attack or feels it necessary to defend them” (p. 207). 

I think it must be admitted that it is exceedingly diffi cult, perhaps 
impossible, to judge fairly and objectively the rationality of one’s own 
beliefs. As Alcock (1996) puts it, “In maintaining a healthy self-image, it 
is diffi cult to view our own beliefs as silly, irrational, chauvinistic, preju-
diced, or unjustifi ed; and we invest considerable effort in maintaining a 
belief system that is credible to ourselves” (p. 67). But if it is not possible 
to be completely fair and objective in assessing the rationality of one’s 
own beliefs, there surely are degrees of closed-mindedness and there is a 
difference between blind dogmatism and being willing to admit that one 
might be wrong and to try, at least, to understand opposing views.

Justifi cation criteria

[T]o commend an apple or an action is one thing, to give your reasons for 
commending it is another; to reject a suggestion as untenable is one thing, 
to give your reasons for rejecting it is another. (Toulmin, 1958, p. 33) 

According to the view generally known as classical rationalism, every 
belief should be justifi ed through reference ultimately to an unshakable 
foundation, and that in order to avoid circularity or infi nite regress, it is 
necessary to accept certain truths as given or revealed and beyond doubt. 
Albert (1985) argues that this view is indefensible, because what is to be 
considered given must be decided and any such decision is arbitrary: “all 
certainties in knowledge are self-made, and thus worthless for compre-
hending reality. In other words, through dogmatization we can at any 
point achieve certainty, by immunizing any particular component of our 
convictions against every possible criticism, thus securing it from the risk 
of failure” (p. 40).

The only assertions that are necessarily true and therefore certain 
are analytic assertions, but they do not provide grounding for empirical 
knowledge about the world. Albert defends the idea that foundational-
ism should be replaced with commitment to critical examination. The 
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cost of this trade is the giving up of “self-produced certainties,” but the 
gain is “the prospect of ever more closely approximating truth—though 
without ever attaining certainty—through trial and error, through ten-
tative construction of testable theories and critical discussion in the light 
of relevant points of view” (p. 46). 

Identifi cation of analytic assertions as the only assertions that are 
necessarily true calls to mind a distinction that has been made, by Kant 
among others, between beliefs that are justifi ed by experience (beliefs 
about the physical world and the way it works) and beliefs that are justi-
fi ed by reason alone (beliefs about logical or mathematical relationships—
that 1+1=2—for example). While this distinction seems a compelling one, 
a problem arises in applying it in specifi c cases inasmuch as people differ 
with respect to what beliefs they are willing to consider to be justifi ed by 
reason alone—to be self-evident—to use a well-worn term. 

Wittgenstein (1969) also argues the futility of attempting to justify 
all beliefs. The very idea of belief justifi cation presupposes justifi catory 
criteria, which themselves beg justifi cation. In other words, any justifi ca-
tion must rest on other beliefs which themselves either must be justifi ed 
or accepted without justifi cation. At some point the regressive process of 
justifi cation must end.

Whether or not we should feel compelled to justify established 
beliefs that are not under attack, there clearly are times when one must 
decide whether to accept or reject, whether to retain or discard, or to 
modify, a belief. For such occasions, there is the question of what the 
criteria should be in terms of which beliefs are judged.

Belief justifi cation and logic

Justifi cation rules cannot be derived from formal logic alone, at least if it 
is assumed that the rules used to form or justify beliefs should promote 
the formation and justifi cation of true beliefs. This is pointed out clearly 
by Goldman (1986). Rules of logic are useful to belief formation, because 
they make explicit the implicative relationships among assertions, but 
they are not suffi cient to the task of belief justifi cation, because they 
ensure only that a conclusion is true if the premises from which it is 
drawn are true and the inferences are valid. When one shows that a new 
belief is logically implied by certain old beliefs, one has shown only that 
the new belief is sure to be true if the old ones are. Furthermore, the new 
belief contains nothing really new, inasmuch as it was implicit in the old 
beliefs already. If they are to have any practical value, belief justifi cation 
rules should permit the justifi cation of beliefs that are not implicated by 
old ones, but are really new.

Goldman argues that beliefs are justifi ed or not depending on 
whether they were acquired by suitable elementary processes. The pro-
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cesses he has in mind are to be distinguished from algorithms, heuristics 
and other learnable techniques, which Goldman refers to collectively 
as methods. Methods, in his view, may be useful in providing secondary 
justifi cation, but suitable processes are essential to primary justifi cation. 
Suitable processes are those that yield a high ratio of true beliefs. “Beliefs 
are deemed justifi ed when (roughly) they are caused by processes that 
are reliable in the world as it is presumed to be. Justifi cation-conferring 
processes are ones that would be reliable in worlds like the presump-
tively actual world, that is, in normal worlds” (p. 108).

Goldman’s use of the word “presume” here shows a sensitivity to 
the fact that we cannot check beliefs against the “way things really are” 
because we cannot know, for sure, how they really are. The best we can 
do is compare beliefs against the way things are presumed to be. But this 
is circular; what are presumptions but beliefs? If we choose to ignore that 
diffi culty, we at least have to face the question of whose presumptions 
should be consulted. And who should make this selection, or specify 
the criteria on which it should be made? And who . . . . ? Again, we fi nd 
ourselves forced back to our own intuitions. There is no escaping this, 
in my view. That is not a regretful observation, but simply another way 
of saying that all of us are responsible, in the fi nal analysis, for our own 
beliefs. 

Rationality requires only that we do as well as can be expected, 
given our limitations. This is not to suggest that satisfying this criterion 
is a natural or easy thing to do. But we are not completely in the dark as 
to what determines the reliability of belief-forming and belief-justifying 
processes. A process that takes competing explanatory hypotheses into 
consideration, for example, will be more reliable—will yield a higher 
truth ratio—than one that does not, so only the former would be con-
sidered suitable for belief justifi cation. Of course, given that no human 
process is 100% reliable, false beliefs will sometimes be justifi ed; this 
would be the case when a false belief is yielded by a process that gener-
ally yields true beliefs. 

Reliable processes are, in Goldman’s view, an antidote to error, 
but not necessarily an antidote to ignorance. This is because, while the 
beliefs that reliable processes produce are likely to be true, they are also 
likely to be few in number. The antidote to ignorance is not reliability, 
but intellectual power, cognitive processes that are capable of yielding 
a relatively large number of truths. This distinction between powerful 
processes and reliable processes, with the former being associated with 
belief generation and the latter with belief justifi cation, is reminiscent of 
the distinction that is often made between creative and critical thinking. 
It is a distinction that emerges in several guises in the literature on rea-
soning. The distinctions between hypothesis generation and hypothesis 
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testing in science and between conjecture and proof in mathematics are 
two variants of it. 

Belief justifi cation and utility

Another perspective on belief justifi cation is given by Nozick (1993), 
who proposes two fundamental rules to govern rational belief: “do not 
believe any statement less credible than some incompatible alternative—
the intellectual component—but then believe a statement only if the 
expected utility of doing so is greater than that of not believing it—the 
practical component” (p. 176). Nozick considers several other possible 
rules, but these are the basic ones. Unpacking these rules—probing their 
possible meanings—would take us into a number of vexed issues: What 
are the determinants—what should be the determinants—of credibil-
ity? What constitutes incompatibility? What notion of utility should be 
used? 

There are two aspects of these rules that deserve emphasis: the 
importance that is attached to consistency and to desirability. The fi rst 
rule explicitly prohibits entertaining incompatible beliefs of unequal 
credibility (although it does not rule out the holding of confl icting beliefs 
of equal credibility). The second one legitimizes desirability of a belief as 
a criterion for acceptance. Nozick argues that the latter criterion should 
be applied only to potential beliefs that satisfy the fi rst rule—those that 
are not less credible than any incompatible statement, so he is not mak-
ing desirability, or utility, the only, or even the primary, criterion; but he 
does see it as an important one. “Thus we have a two-stage procedure: 
the fi rst weeds out lesser credibility values, and the second determines 
belief among the statements that remain by considering the consequences 
(broadly conceived) of such belief” (p. 86). 

Nozick’s rules are designed to guard one against holding beliefs 
that have low credibility (relative to incompatible alternatives) or cred-
ible beliefs that have low utility (relative to the utility of having no belief 
on a given matter). They do not specify the conditions under which one 
should feel compelled to believe anything in particular. One might argue 
that they imply that one should believe something, say h, if there is not 
a more credible statement that is incompatible with h and the expected 
utility of believing h is not less than that of having no belief about h, but 
inasmuch as there is nothing to rule out the possibility that the expected 
utility of having no belief about h will always be higher than that of 
believing h, one is left with the (admittedly remote) possibility of having 
no beliefs at all. 

Nozick seems to be comfortable with this “screening out” or “fi l-
tering” quality of his rules. “It is clear that many things are irrational 
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to believe. It is less clear that some beliefs are so credible that they are 
mandated by rationality, so that it is irrational not to hold them when 
you hold no belief about the matter at all. In some contexts a person 
might, without irrationality, impose more stringent standards of belief 
than others do and hence hold no belief where they hold some” (p. 87). 
The second rule permits one to decide, strictly on utilitarian grounds, not 
to believe something—which is not to say to believe the opposite. “Just 
as someone might avoid investigating certain subjects in a given society 
because of what he predicts will be the harmful social consequences of 
the results—some true belief but also much distortion and misapplica-
tion—so too someone might avoid believing something because of the 
effect he predicts this belief actually will have upon himself, upon his 
character and mode of behavior. This would not require him to hold the 
opposite belief, just not hold this one” (p. 93).

Justifi catory argument

An account of rational belief put forth by Toulmin (1958) is built around 
a “jurisprudential analogy.” Any assertion or claim that is meant to 
be taken seriously must be justifi able with an appropriate argument. 
Although we may sometimes be willing to accept a claim without insist-
ing that its supporting argument be made explicit, the merits of the claim 
are understood to be the merits of the argument that could be made in its 
support. “Whatever the assertion may be . . . . we can challenge the asser-
tion, and demand to have our attention drawn to the grounds (backing, 
data, facts, evidence, considerations, features) on which the merits of the 
assertion are to depend. We can, that is, demand an argument; and a 
claim need be conceded only if the argument which can be produced in 
its support proves to be up to standard” (p. 11).

An argument that is used to justify an assertion need not, in Toul-
min’s view, refl ect the process of reasoning that led one to accept the 
assertion as true in the fi rst place. It may do that, but it need not, and, in 
general, it probably will not. The process of constructing a justifi catory 
argument—considering various possibilities, ruling some out on the basis 
of evidence, and converging on the one that the evidence most strongly 
supports—is the same whether the subject is physics, mathematics, eth-
ics, law or some everyday matter. Justifi catory arguments get their force 
from the quality of the evidence they muster. The stronger the evidence, 
the stronger the claim that is justifi ed. 

But if claims are to be justifi ed by appropriate arguments, the prob-
lem presents itself of evaluating arguments that are used in this justifi ca-
tory capacity. To decide whether a claim is justifi ed, one must evaluate 
the argument that is advanced in its support. How do we tell whether the 
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argument that is advanced to justify a claim is itself justifi ed? Evaluat-
ing an argument requires judgment as does evaluating a belief; we seem 
simply to have moved the problem to another place, or dressed it with 
a different coat. Argument evaluation is a topic about which there is a 
substantial literature. Suffi ce it to note here that, generally speaking, 
justifying arguments involves justifying some claims in terms of other 
claims and that to avoid the problem of infi nite regress one invariably 
fi nds it necessary to accept some claims as given; and the problem then 
becomes that of fi nding agreement on what should be taken as given and 
what should not.

There are many positions that can be—have been—taken with 
respect to justifi cation of beliefs. Several of them—skepticism, fi deism, 
justifi catory rationalism, qualifi ed and unqualifi ed realism, natural-
ism—are discussed at length by Hauptli (1995). The range of opinions 
on what rationality demands by way of justifi cation of beliefs is wide. 
The issue has many facets, but the key disagreement among theorists, 
as Hauptli puts it, “concerns the question of the rational status or stand-
ing of our rational standards—these theorists offer different responses 
to the question ‘must our acceptance of the rational standard itself be 
subject to the same strictures which the rational maxim places upon our 
acceptance of our other theories, beliefs, and commitments?’’’ (p. 70). It 
seems unlikely that a universally agreed upon answer to this question 
will emerge from the debate anytime soon. 

Hauptli concludes from a consideration of their arguments that pro-
ponents of the various positions regarding justifi cation of beliefs are all 
in the same boat with respect to their inability to convince others of 
the merits of their position: “since each theorist must recognize that the 
others may not accept the beginning points of their therapy argument 
[an argument that offers an antidote to opposing views], each theorist 
must either attempt to provide an independent and nonquestion-begging 
rationale for his or her preference or beg the question” (p. 175). Hauptli 
argues that the fi rst option is not really an option for anyone, so everyone 
in this boat must end up begging the question.

Hauptli goes on to qualify this assessment of the situation slightly, 
by contending that one’s choice of perspective is not completely arbi-
trary, but may be made on pragmatic grounds. “The theory which best 
resolves the problems or enables the individuals in question to achieve 
their aims will be judged preferable, and this judgment is not made arbi-
trarily” (p. 189). Further, since people share many problems and aims, 
and one purpose of theorizing is to solve these problems and achieve 
these aims, “it seems that there will indeed be a weakly independent 
evaluative standard which will be available when we confront any actual 
problems posed by the phenomenon of conceptual diversity. Together 
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these considerations undercut the presumption of the arbitrariness criti-
cisms (p. 189). 

Comment

Concern for the justifi ability of beliefs, within the limitations of human 
cognition, seems to me to be a requirement of rationality; beliefs that one 
is unwilling to subject to any criteria of justifi ability are unlikely to get 
much respect, nor do they deserve much respect, from people who do 
not hold them. But there are many views on what it means for a belief 
to be justifi ed, only a few of which have been considered here. Although 
the views differ in particulars, there is wide agreement among them on 
the point that beliefs that have been subjected to some process of critical 
evaluation are more respectable than those that have not, independently 
of their truth status. Certain specifi c ideas are also common to many 
views—that known logical inconsistencies between beliefs should not be 
tolerated lightly, that beliefs should be consistent with relevant empirical 
evidence, that one should be able to give reasons for beliefs and espe-
cially beliefs that matter. 

On any view of what it means to justify beliefs, there is a limit to 
how far justifi cation can be pushed. This is, in part, because the process 
of assessing the degree to which any belief is justifi ed must take place 
within a belief system, and one can always raise the question of what 
justifi es the system within which the assessment is made (Ayer, 1956; 
Quine, 1981). Logical consistency among beliefs is one aspect of justifi ca-
tion, it has been claimed. But what about belief in the effi cacy of logic? 
How do we justify it? What justifi cation can be given for believing the 
assertion “’All A are C’ follows from ‘All A are B’ and ‘All B are C’”? This 
is a fundamental question. For present purposes, it suffi ces to note that 
insistence that I be able to give a reason for every belief that I hold leads 
to an infi nite regress: any reason I might give for believing X is itself a 
belief, and one can always ask, “Why do you believe that?” At some point 
this process must stop; one must come to a place at which one says, “I 
believe that, period.” 

Finally, it must be acknowledged that justifi cation is a very sub-
jective matter. What I consider to be strong justifi cation of a particular 
belief, you may see as inadequate; and I may fail to see the merit in the 
argument you advance in support of a belief that you hold and I do not. 
Van Inwagen (1994) is undoubtedly right in claiming that “An argument 
may provide suffi cient rational support for a belief and yet be impotent to 
produce that belief in some (or all) of those who hear and understand the 
argument” (p. 59). Implicit in this observation is recognition that what 
constitutes suffi cient rational support is, to a non-trivial extent, a matter 
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of personal judgment. One thing that justifi cation of belief cannot mean 
is total agreement among rational and knowledgeable persons that it is 
true; on that standard, very few, if any, beliefs about any but the most 
mundane of matters could be considered justifi ed.

Active fairmindedness and the cost of information

Probably everyone would agree with the general principle that a 
requirement of rationality is the fair treatment of evidence. But what 
does it mean to treat evidence fairly? One possible interpretation of 
this principle is that one should attempt to be as unbiased as possible 
in evaluating whatever evidence one happens to encounter. This gives 
fairness a relatively passive connotation. A more active interpretation 
would have rationality require that one put signifi cant effort into seek-
ing evidence, including evidence that goes against a favored hypothesis 
as well as evidence that supports it. Active search for evidence, espe-
cially counterindicative evidence, is a key aspect of some conceptions of 
what it means to reason well (Baron, 1985a, 1988; Nisbett & Ross, 1980; 
Nozick, 1993).

This seems to me to be an especially important point. It often is 
possible, even with only a modest effort, to avail oneself of more evi-
dence than what happens to be lying in one’s path. And it seems reason-
able to question whether one has a right to a strong opinion on an issue 
if one has not made a serious attempt to seek out some of that evidence, 
including evidence that may weigh against one’s favored view. Seeking 
evidence that is counter to a favored view is not something that most of 
us do naturally. Johnson (1987/1995) describes what appears to be the 
more natural tendency as follows: “People get a notion in their heads, 
cast about for a few bits of evidence to support it, and then settle comfort-
ably into their position. We promote intuitions and half-truths based on 
partial evidence to the status of truths without bothering to consider the 
full body of evidence that bears on the issue” (p. 117).

Success or failure in searches for evidence should be assessed in 
light of the fact that some types of evidence are intrinsically much more 
diffi cult to come by than others. In particular, sometimes evidence on 
one side of a question is especially diffi cult to obtain. Consider, for exam-
ple, the hypothesis that political coverups do not work. It is diffi cult to 
fi nd evidence that would disconfi rm this hypothesis, because success-
ful coverups, by defi nition, are not discovered. Or consider the assertion 
that crime does not pay. The assertion may be true insofar as it pertains 
to crimes we know about. However, we have no idea how many crimes 

RT94878_C004.indd   141RT94878_C004.indd   141 10/23/2007   9:45:35 AM10/23/2007   9:45:35 AM



142 Aspects of Rationality

go undetected, and undetected crimes are more likely to pay, one would 
assume, than detected ones.

According to the principle of total evidence (Carnap, 1947) one should 
use all available evidence when estimating a probability. But “available” 
in this context is vague; it could be taken to mean “at hand” or “within 
easy reach,” or it could be interpreted to include what can be obtained 
only with signifi cant effort. Good (1983) recognizes this distinction and 
modifi es Carnap’s principle by taking account of the cost of obtaining 
and using evidence. According to his modifi cation, “we should use all 
the evidence already available, provided that the cost of doing so is neg-
ligible” (p. 178). Swinburne (1983), who emphasizes the importance of 
actively seeking evidence relevant to beliefs that matter, acknowledges 
practical limits on what people can be expected to do: “The scope for 
investigation is endless; one can always go on looking for more evidence 
and check and recheck the process of utilizing it to form beliefs. All we 
can do is pursue such inquiries as seem to us adequate within the time 
at our disposal” (p. 69).

Such concessions to practicality can be accommodated theoretically 
by quantifying both the cost of acquiring information and the worth of 
the information that is sought. The worth of information will depend on 
the purpose for which it is to be used. If, for example, the information is 
sought for the purpose of increasing the probability of making a correct 
decision or forming a true belief, its worth will depend on how impor-
tant it is that the decision be correct or that the belief be true, and on how 
much the probability that it will be so would be increased if the sought 
information were added to that already in hand.

Obviously, making the right decision or drawing the correct con-
clusion about a belief can be much more important in some instances 
than in others. It is also easy to see that the same amount of additional 
information would contribute more to a thought process if one had little 
information to begin with than if one had a lot. It seems reasonable then 
that we should work harder to acquire information in some situations 
than in others. Precisely how hard we should work in any particular case 
is a judgment call.

The general idea that I want to defend here is that although the 
rational requirement to seek evidence must be tempered by recognition 
that it is unrealistic to expect to be able to consider all the evidence that 
may be obtainable on any given issue, our tendency is to put too lit-
tle effort into the discovery of information on many of the issues about 
which we have beliefs. Sometimes we hold beliefs that are important 
to us on the basis of scanty evidence, and do not make the effort neces-
sary to obtain evidence that could be had for the digging. It seems to me 
irrational to be tenacious about such beliefs. It may be rational to hold a 
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belief on scanty evidence if one is willing to acknowledge that the cor-
rectness of that belief is of no great personal importance—not worth the 
effort needed to provide evidentiary justifi cation for it—but such a belief 
should be held lightly with keen recognition of the possibility that it may 
be wrong. Such an attitude about beliefs that really matter will not do.

Subjectivity in the interpretation of evidence

Evidence is strong if it is convincing; it is convincing if it convinces some-
body. (Polya, 1954a, p. 68)

Twelve people on a jury listen to precisely the same presentation of evi-
dence for and against a disputed claim and, having done so, seven of 
them conclude that the claim has been substantiated while the remain-
ing fi ve conclude that it has not. How can this be? Are seven of the jurors 
using one set of criteria for judging the credibility of evidence and the 
other fi ve another set? This is not a rhetorical question; most juries do 
not achieve unanimity on their fi rst ballot after hearing all the evidence 
presented at trial (Hans & Vidmar, 1986; Kalven & Zeisel, 1966). Jurors 
often are surprised by the discovery, at the beginning of the deliberation 
process, that other jurors have come to a conclusion different from their 
own, when, in their view, the evidence so strongly favored the latter 
(Ellsworth, 1989).

One can fi nd countless examples of differences of opinion among 
philosophers as to the persuasiveness of specifi c arguments regard-
ing philosophical questions of long standing. Similarly there are many 
instances of scientifi c theories or hypotheses that some scientists have 
believed to be supported strongly by certain evidence while others have 
seen the same evidence as weak or irrelevant. Different people can put 
different interpretations on the same facts or assumptions.

Perhaps nowhere are more strongly opposing opinions regarding 
what constitutes evidence to be found than among proponents of dif-
ferent approaches to the interpretation of statistical data. The point is 
illustrated by the juxtaposition of opposing positions regarding the rele-
vance to the interpretation of the outcome of an experiment of outcomes 
that could have been observed but were not. “The question of how often 
a given situation would arise is utterly irrelevant to the question how 
we should reason when it does arise. I don’t know how many times this 
simple fact will have to be pointed out before statisticians of ‘frequentist’ 
persuasions will take note of it” (Jaynes, 1976, p. 247). In response to 
Jaynes’s comment, which she quotes, Mayo (1996) has this to say: “What 
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we error statisticians must rightly wonder is how many times we will 
have to point out that to us, reasoning from the result that did arise is 
crucially dependent upon how often it would arise. Lacking such infor-
mation prevents us from ascertaining which inferences can be reliably 
drawn” (p. 358).

Wherever we look, we see indications of the wisdom of Polya’s 
(1954b) admonition to not neglect the obvious fact that two people 
presented with the same evidence may honestly disagree. “Honestly” 
deserves emphasis here. That people sometimes force their interpreta-
tion of evidence to support a particular point of view or to serve a par-
ticular agenda is beyond doubt; the focus here is on the fact that people 
also can have honest differences of opinion regarding what a bit of evi-
dence means. The best of intentions to be objective and unbiased in their 
views do not guarantee agreement. That there are many illustrations of 
the truth of this observation in science is particularly interesting inas-
much as science, perhaps more than any other area of human reason-
ing, emphasizes the role of evidence as the fi nal arbiter of all questions 
of fact. But evidence must be interpreted; and it is probably very infre-
quently the case that the evidence on any complex issue admits of only 
one interpretation or is overwhelmingly indicative of only one answer. 
What is made of any bit of evidence—indeed the extent to which any bit 
of data can function as evidence—must depend, to no small degree, on 
what else the one who interprets it already knows or believes. 

Also, it is doubtful that, in complicated situations, two individu-
als ever have precisely the same evidence with which to work. If there 
is a large amount of information that is germane to the issue, chances 
are that different individuals will have acquired different aspects of that 
information at different times under different conditions and to different 
degrees, so that their knowledge, as it relates to the issue at any given 
time, is unlikely to be exactly the same. 

Even if it could be assumed that people were evaluating precisely the 
same evidence, it seems likely that they bring to any evidence evaluation 
problem different sets of preexisting beliefs. These would be expected to 
infl uence the interpretations individuals give to the evidence insofar as it 
admits of more than one. To the extent that internal consistency among 
one’s beliefs is recognized to be desirable, even if not totally attainable, 
people would be expected to try to resolve inconsistencies when they 
become aware of them. When one evaluates evidence on a particular 
issue, one wants the conclusion one draws to be consistent not only with 
the immediate evidence in hand, but with whatever beliefs one holds 
that are related in a nontrivial way. Of course, one way to resolve incon-
sistencies between a newly formed conclusion and old established beliefs 
is to modify the beliefs. We know, however, that this can be very dif-
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fi cult to do; the more natural tendency seems to be to make the new 
conclusion fi t the old views. This tendency helps account for the fact that 
preexisting attitudes are such good predictors of supreme court justices’ 
decisions (Schubert, 1961) and senators’ voting behavior (Poole, 1981).

There is also a question as to how one accesses and applies one’s 
knowledge to an issue about which one is thinking. People often fail to 
access relevant knowledge that they have when drawing conclusions or 
making decisions. One buys a house and makes the unpleasant discov-
ery some time later that the cellar takes in water in periods of unusually 
heavy rain. The buyer knew that a leaky cellar is not a plus for a house, 
but simply did not think of this issue when considering whether to make 
the purchase. 

We do not fi nd the idea of such lapses implausible because all of 
us have experienced them. Thus even if we were willing to assume that 
two individuals had precisely the same knowledge with respect to some 
issue, we should not fi nd it diffi cult to believe that they could come to 
different conclusions about the issue, although we should expect that 
with appropriate prompting to bring to mind information that one or the 
other had overlooked, they would eventually converge on the same con-
clusion given identical knowledge bases. This expectation can never be 
more than conjectural, because we can never be sure that any two people 
have identical knowledge bases. Moreover, the plausibility of the conjec-
ture suffers from instances, of which there are many, of experts drawing 
different conclusions from what appears to be the same evidence.

Hannes Alvén (1988) provides a particularly interesting illustra-
tion, not only that experts in the same problem area can interpret the 
same evidence differently from each other, but that they can each inter-
pret the evidence in different ways at different times. In 1948, Alfvén 
attended a lecture in which Edward Teller claimed that cosmic rays are 
generated and contained within the sphere of infl uence of the sun. At 
the time, Alfvén believed that he had demonstrated conclusively that 
cosmic rays are generated by electromagnetic effects throughout the gal-
axy.  However, in time Alfvén became convinced that Teller was right and 
came to accept the heliospheric view. Some years later, Teller changed 
his own views and accepted the standard account of cosmic radiation as 
a galactic phenomenon.

Alfvén describes, with some bemusement, the resulting situation: 
“it is a little paradoxical that I now should be one of the rather few sup-
porters of Teller’s theory, whereas the galactic theory which essentially 
derives from my views of the late 1930’s is generally accepted. In fact, 
it has become so sacrosanct that all my attempts for decades to start a 
serious discussion have led to nothing” (p. 250). This is a striking dem-
onstration of the importance of subjectivity in the uses of evidence: two 

RT94878_C004.indd   145RT94878_C004.indd   145 10/23/2007   9:45:35 AM10/23/2007   9:45:35 AM



146 Aspects of Rationality

highly knowledgeable people in the area of astrophysics starting out with 
opposing accounts of a phenomenon of interest, and ending up with 
opposing views, each having been converted to the view originally held 
by the other. 

The importance of subjectivity is apparent in some types of analyses 
of statistical evidence. In Bayesian decision making, for example, subjec-
tivity is often involved in the estimation of conditional probabilities. In 
many cases, the only source of such estimates is human judgment, and 
there is no objective way to verify them; in such cases it is not surpris-
ing that different individuals produce different estimates. Subjectivity in 
another form may be seen in Bayesian reasoning in the fact that the same 
observation or series of observations will yield different posterior prob-
abilities depending on the prior probabilities assigned by the observer. 
To use new evidence impartially means, according to the Bayesian view, 
to apply to it the same computational formula independently of what 
one’s existing belief state is. The outcome of the computation (the revised 
belief state) will not be independent of the existing view, because that 
view, along with the new evidence, is represented as a factor in the for-
mula by which the revised view is derived. It is not only allowed but 
required that the impact that new evidence has on a decision process be 
infl uenced by one’s prior beliefs. 

This complicates the interpretation of some of the results of experi-
ments that have been used to illustrate the unjustifi ed role of biases and 
preconceptions in human judgment. An early study by Kelley (1950) of 
the effect of expectations on social perception, for example, found that 
students’ perceptions of social qualities (e.g., relative sociability, friend-
liness) of a guest lecturer were infl uenced by what they had been led 
to expect from a prior description of the individual and, in particular, 
whether the description, which was given in terms of seven adjectives, 
included the descriptor “warm” or the descriptor “cold.” I do not mean 
to suggest that the effect reported by Kelley was consistent with good 
Bayesian data processing, but only to argue that the mere fact that the 
interpretation of data is infl uenced by preexisting expectations is not, by 
itself, evidence of irrationality, at least as judged from a Bayesian per-
spective. Nisbett and Ross (1980) also argue that the fact that people’s 
judgments are often biased by preconceptions and expectations does not 
necessarily demonstrate irrationality. When preconceptions themselves 
are based on legitimate evidence, they are analogous to base rates in the 
context of statistical decision-making. To ignore them would be to ignore 
relevant data.

Although any view of good reasoning would acknowledge the legit-
imacy of preexisting beliefs as contributing factors in the formation of 
new beliefs as a result of the acquisition of new evidence, research gives 
us grounds for suspecting that in many cases the effect of prior beliefs and 
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expectations on our uses of evidence is stronger than it should be. While 
it is appropriate that such beliefs and expectations should infl uence our 
judgments, they should not be so resistant to change that whatever new 
information is acquired is arbitrarily interpreted to be consistent with 
them. 

The possibility that they sometimes have this kind of infl uence is 
suggested by the results of experiments like that done by Lord, Ross, and 
Lepper (1979) in which they demonstrated that students with opposing 
views regarding the effectiveness of capital punishment as a deterrent 
to crime could interpret precisely the same data as not only consistent 
with, but supportive of, their own positions. Evidence that this phenom-
enon is not limited to students comes from a study by Sears and Whitney 
(1973) showing that following the Kennedy-Nixon debates during the 
1960 presidential campaign, members of the general public thought the 
candidate of their choice, whoever that was, had won. 

In short, there is no denying that intelligent and knowledgeable peo-
ple can interpret what appears to be the same evidence in different ways 
and even, in some instances, draw conclusions from it that are diametri-
cally opposed. This is not to say that it is pointless to present evidence on 
any question, because people will believe what they wish independently 
of what the evidence is. For every example that one can cite of evidence 
that intelligent and knowledgeable people interpret the same data in dif-
ferent ways, other examples can be given of data that people will interpret 
in the same way. This is fortunate, because if it were not the case, it is not 
clear how meaningful communication could occur. 

The will to believe (or not)

[H]umans readily subjugate their knowledge to their wishes, believing 
and doing what they want, all scientifi c facts and knowledge notwith-
standing. (Bauer, 1994, p. 13) 

Is it ever rational to believe X because one wishes to believe X, or to 
believe X rather than Y because one prefers X to Y? Before addressing this 
question, we should perhaps ask if it is even possible for one to believe X 
for no better reason than wanting to believe X. It may be, as some have 
argued, that belief is involuntary. J. S. Mill (1892/1995) expresses the 
view that people generally believe what they believe because they think 
they have good reason to do so, and that it is hard to imagine that it could 
be otherwise. Even a person with a weak mind is likely to fi nd it impos-
sible to believe X if he realizes that there is no evidence of the truth of X, 
no matter how very much he wants to believe it. 
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Perhaps, as Swinburne (1983) contends, belief is something that 
happens to one, not something one does. If one believes today is Mon-
day, one cannot change one’s mind to believe that it is Tuesday simply by 
deciding to do so. But Swinburne makes a strong argument that one has 
a moral obligation to submit one’s beliefs to impartial investigation: “It is 
one thing to show that some belief is or is not probable on your present 
evidence. It is another thing to show that it is probable on as much evi-
dence as you can readily obtain. The task of the investigator is to achieve 
a belief of the latter sort” (p. 175, footnote 1).

Granting that people can believe only what they fi nd to be believ-
able, it is beyond doubt that desires and preferences infl uence beliefs. 
While arguing that one cannot change one’s beliefs at will, Swinburne 
(1983) points out that one can set oneself to change them over time, by, 
say, deliberately looking for evidence that is supportive of beliefs that one 
would like to hold and then trying to forget the selective character of the 
search. The question of interest here is whether it is ever appropriate that 
desires and preferences should infl uence beliefs. I suspect that most read-
ers would agree that desires and preferences can and do infl uence beliefs 
inappropriately, and that there might be less agreement on the question 
of whether it is always inappropriate for beliefs to be infl uenced by these 
factors, irrespective of the circumstances. Are there conditions under 
which it is right for our desires or preferences to infl uence our beliefs? 

One view is that the desirability of a belief should never be a factor 
in determining whether one accepts it. When desires cause beliefs, that is 
wishful thinking, says Davidson (1982), and beliefs thus caused are irra-
tional beliefs. “For the wish to have a belief is not evidence for the truth 
of the belief, nor does it give it rational support in any other way” (p. 
297). Wishful thinking, Davidson argues, represents the simplest kind 
of irrationality.

In contrast, William James (1896/1979) makes the case that one 
should feel free to choose among beliefs for which the evidence is equally 
supportive or equally inconclusive. Some choices of this sort—the choice 
between believing in free will or in determinism, for example—can have 
important consequences for one’s outlook on life, and perhaps also for 
one’s behavior as well. Of course, when the choice is between two or 
more competing beliefs, the evidence may be much stronger for one of 
the alternatives than for the other in the opinion of some people, but the 
question is should those for whom this is not true feel free to choose the 
alternative they prefer. 

I noted earlier Albert’s (1985) objection to classical foundationalism 
on the grounds that it requires the postulation of certain truths as given. 
A variant of foundationalism fi nds a way around the problem of infi nite 
regress by halting the process with certain beliefs that are recognized as 
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foundational—not justifi ed by other beliefs—not because they are given 
or revealed, but because one wills to accept them. Albert attributes this 
view to Hugo Dingler. 

I have already mentioned Nozick’s rules for governing the ratio-
nality of beliefs, the second of which recognizes the utility of holding a 
belief as one consideration in justifying it. In describing the decision one 
faces upon discovering that premises that one accepts logically imply a 
conclusion that one has heretofore rejected, he notes that one has the 
choice of now accepting the conclusion, reconsidering and rejecting one 
of the premises, or perhaps postponing the decision and living with the 
inconsistency for a while. Nozick contends that the decision will depend 
on the degree of one’s commitment to the truth of the premises and to 
the falsity of the conclusion, and that it is impossible that these are inde-
pendent of the strength of one’s desire that certain things be true. 

Nozick recommends to philosophers that they favor a sort of philo-
sophical explanation in which one brings oneself to see how something 
one wants to believe could be possible. Dennett (1984) approvingly cites 
this recommendation (p. 49, footnote 30) and passes it on in a discus-
sion of the question of the tenability of belief in free will. “Having good 
reasons for wanting free will is not, of course, having good reasons for 
believing one has free will. It seems to be, however, that having good 
reasons for wanting free will is having good reasons for trying to get 
oneself to believe one has it” (p. 168).

The question of whether preferences can play a legitimate role in 
determining beliefs is an issue not only relative to philosophical or meta-
physical beliefs but to scientifi c beliefs as well. Consider, for example, 
the belief that space is curved. This idea is widely accepted among mod-
ern-day physicists, but some have questioned whether it is meaning-
ful. At least one has taken the position that whether or not one accepts 
it is strictly a matter of personal preference. “Not only can physics be 
described in fl at Euclidean space, but indeed in any space that the scien-
tist chooses. It may be that the theory can be expressed more succinctly 
in one geometry, but that does not make that geometry ‘correct,’ only 
convenient. The curvature of space is at the behest of the scientist . . . . Is 
space curved? The answer is yes or no depending on the whim of the 
answerer. It is therefore a question without empirical content, and has 
no place in physical inquiry” (Roxburgh, 1977, pp. 88, 89). 

Do preferences have a legitimate role to play in determining what 
one believes? My sense is that most of us, philosophers, scientists and 
garden-variety folk alike, have preferences about what to believe on 
most matters of signifi cance to us, and that looking for reasons to believe 
what one wants to believe is something we all do. I take some comfort 
in Nozick’s contention that one should favor the sort of explanation in 
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which one brings oneself to see how something one wants to believe 
could be possible, because that is what I see myself doing. But the risk 
is that the search for evidence that supports a preferred belief will give 
short shrift to evidence that counts against that belief—that a search for 
truth will give way to a confi rmation bias—and that is a risk that should 
not be overlooked or forgotten.

When evidence does not suffi ce to dictate a choice between com-
peting possible beliefs, it is rational, in my view, to make the selection on 
the basis of one’s preferences. The question of free will and determinism 
seems to me to be such a question and my own strong preference is to 
believe that we are free to make choices and are therefore responsible 
for them. The question of whether existence is purposeful or simply the 
consequence of a meaningless accident is another one that seems to be 
unresolvable to everyone’s satisfaction, at least on the basis of currently 
available objective evidence; here again, my own preference is to believe 
that there is a purpose to it all. I would not attempt to argue that this 
belief is forced by the evidence, but I do see it as at least as consistent 
with the evidence as any alternative view and therefore a rational belief 
to hold. 

To say that what to believe in any particular instance is not clearly 
decidable on evidence is not to say that one cannot have reasons for 
making the selection one makes. Consider again the question of free 
will. Nagel (1986) struggles with this question and confesses to chang-
ing his mind every time he thinks about it. He distinguishes between an 
objective view of reality in which one sees the world, including oneself 
as a part of it, from a detached impersonal perspective and a subjective 
view in which one sees things from one’s own perspective as a purpose-
ful agent. The difference in the two perspectives is illustrated starkly 
in the following comment: “From far enough outside [from the objec-
tive perspective] my birth seems accidental, my life pointless, and my 
death insignifi cant, but from inside [from the subjective perspective] my 
never having been born seems nearly unimaginable, my life monstrously 
important, and my death catastrophic” (p. 209). The doing of an act is 
not part of the picture, Nagel notes, when we view the world objectively. 
“There seems no room for agency in a world of neural impulses, chemi-
cal reactions, and bone and muscle movements . . . . there is only what 
happens” (p. 111). There is no place in this objective view for personal 
responsibility, for feelings of admiration or contempt, praise or blame. In 
this view, things happen, but no one does anything. 

On the other hand, as experiencing persons, we believe ourselves 
to be free to make choices and we hold ourselves and others responsible 
for the choices we and they make. The belief in freedom is subjective, but 
compelling. We may conclude, as some do, that the belief is a compelling 
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illusion, and that we really are robots, that our “choices” are fully deter-
mined by the laws of physics, even if we tend to pretend otherwise in our 
daily lives. I see the choice between belief in determinism or in free will 
as one of those that are undecidable on objective grounds and therefore 
in the category that William James argued could be made on the basis of 
other considerations. The choice to me is easy. I opt for belief in free will. 
Life would be far less interesting and attractive if I really believed that we 
are all automatons with an imagined sense of freedom and responsibil-
ity. I grant that the latter view is as tenable as the alternative that I have 
chosen, but not more so, and that being the case, I elect to exercise what 
I consider to be my free will in making my choice. Those who believe in 
determinism can hardly blame me for doing so. 

It is important to note that belief in freedom of choice does not 
entail belief that choices cannot have explanations. It means only that 
the explanations must be in terms of the intentions of the choosing 
agents. As Nagel (1986) puts it, “A free action should not be determined 
by antecedent conditions, and should be fully explained only intention-
ally, in terms of justifying reasons and purposes” (p. 115). 

Revision of Beliefs

From the point of view of the critique of ideology, one might say that the 
progress of knowledge consists in the revision of existing and infl uential 
prejudices, a revision that can advance only very slowly on all social areas. 
(Albert, 1985, p. 113) 

Beliefs change, sometimes for good reasons, we assume, and sometimes 
not. Sometimes beliefs persist when they should have changed. Wide-
spread belief in alchemy survived for over a thousand years, for example, 
despite the consistent failure of the numerous practitioners to produce 
the gold that their methods were intended to yield. The possibility of 
transmutation was so generally admitted during the 14th and 15th cen-
turies in Europe that nearly every chemist of the time was more or less an 
alchemist. Scores of learned treatises were published on the art. Strath-
ern (2000) contends that during the Middle Ages, alchemy was “the sole 
intellectual pursuit which sought to discover truths about the material 
world” (p. 54). He notes too that its dogged but unsuccessful search for a 
method for transforming base metals into gold and for the philosopher’s 
stone yielded important knowledge about acids and other materials that 
paved the way for the emergence of chemistry and pharmacology.

□
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As individuals, we also sometimes hold personal beliefs despite the 
availability of evidence against them. Having once formed a belief we 
often seem to adopt thereafter a defensive attitude toward that belief, 
selectively appropriating further evidence that supports it and ignoring 
or dismissing evidence that does not. Psychologists have studied this 
phenomenon, which is commonly referred to as belief perseverance or 
persistence.

Belief persistence

One should not give up something which has seemed to one of supreme 
value and which has dominated one’s way of life without considerable 
serious thought. (Swinburne, 1983, p. 98)

Investigators have demonstrated that beliefs, once formed, can be strongly 
resistant to change in the light of subsequently obtained counterindica-
tive evidence (Edwards & Smith, 1996; Hayden & Mischel, 1976; Ross & 
Anderson, 1982; Ross & Lepper, 1980; Ross, Lepper, & Hubbard, 1975; 
Valins, 1974). Nisbett and Ross (1980) summarize the fi ndings from 
much of the research predating 1980 on this topic as follows: “(1) When 
people already have a theory, before encountering any genuinely proba-
tive evidence, exposure to such evidence (whether it supports the theory, 
opposes the theory, or is mixed), will tend to result in more belief in 
the correctness of the original theory than normative dictates allow. (2) 
When people approach a set of evidence without a theory and then form 
a theory based on initial evidence, the theory will be resistant to subse-
quent evidence. More formally, people’s response to two sets of evidence 
with opposite implications does not adhere to the commutativity rule 
which demands that the net effect of evidence A followed by evidence 
B must be the same as for evidence B followed by evidence A. (3) When 
people formulate a theory based on some putatively probative evidence 
and later discover that the evidence is false, the theory often survives 
such total discrediting” (p. 169). 

These fi ndings have obvious worrisome implications in many prac-
tical contexts. When doctors, jurists, politicians, among others, discount 
evidence in order to protect existing beliefs or hypotheses, bad conse-
quences are likely to follow. Clearly, when important issues call for deci-
sions that are dictated by the preponderance of evidence, the infl uence 
of the various bits of evidence should not depend on the order in which 
they were received. 

The fi ndings also relate to what appears to me to be an intuitively 
compelling fact, which is that few of us would be willing to give up long-
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held and valued beliefs on the fi rst bit of contrary evidence we found. 
It is natural to be biased in favor of one’s established beliefs. But is it 
rational? Here we are touching a complicated issue that can too easily 
be treated simplistically. One view would have it that a person should 
be suffi ciently objective and open-minded to be willing to toss out any 
belief upon the fi rst scrap of evidence that it is false. This view seems to 
me wrong for several reasons. 

Many of the beliefs that matter to us as individuals are not the type 
that can be falsifi ed, in the Popperian sense, by a single counterindica-
tive bit of data. They tend rather to be beliefs for which one can fi nd 
both supporting and counterindicative evidence, and the decision as to 
whether or not to hold them is appropriately made on the basis of the 
relative weights or merits of the pro and con considerations. 

Second, it is possible to hold a belief for good and valid reasons 
without being able to produce all of those reasons on demand. Some 
of our beliefs are shaped over many years and the fact that one cannot 
articulate on demand every reason one has or has ever had for a particu-
lar one of them does not mean that it is unfounded. Also, as Nisbett and 
Ross (1980) point out, there are practical time constraints that often limit 
the amount of processing of new information that one can do. In view of 
these limitations, the tendency to persevere may be a stabilizing hedge 
against overly frequent changes of view that would result if one were 
obliged to hold only beliefs that one could justify explicitly at a moment’s 
notice. This argument is not unlike the one advanced by Blackstone 
(1769/1962) in defense of not lightly scuttling legal traditions.

Third, being too quick to change one’s mind could have one bounc-
ing from position to position never stopping long enough to establish a 
point of view on anything. As Leftow (1994) points out, “Some commit-
ment to hold on to a belief in the face of initially counterweighing evi-
dence is necessary to hold on to almost any truth” (p. 201). This is simply 
to recognize that truths against which counterevidence, or at least coun-
terarguments, cannot be advanced are probably relatively rare. 

Finally, for assertions of the type that represent basic beliefs, there 
are two ways to be wrong: To believe false ones, or to disbelieve true 
ones. For many beliefs that people hold these two possibilities are not 
equally acceptable, which is to say that an individual might consider 
it more important to avoid one type of error than the other. This is, of 
course, the argument behind Pascal’s famous wager. It also is the basis 
of the presumption-of-innocence principle that is at the core of jurispru-
dence in most civilized countries.

To argue that it is not necessarily irrational to refuse to abandon a 
belief that one has held for a long time upon encountering some evidence 
that appears to tell against it is not to deny that there is such a thing as 
holding on to cherished beliefs too tenaciously and refusing to give a fair 
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consideration to counterindicative evidence. The line between under-
standable conservatism with respect to changing established beliefs and 
obstinate close-mindedness is not an easy one to draw. But clearly we 
sometimes persevere beyond reason, as when gamblers explain away 
their losses, thus permitting them to continue gambling despite them 
(Gilovich, 1983). People fi nd it disturbingly easy to interpret evidence 
that is inconsistent with their beliefs in such a way as to make it consis-
tent with them (Darley & Fazio, 1980; Duncan, 1976; Hayden & Mischel, 
1976; Swann & Snyder, 1980). Moreover, when beliefs are changed, they 
may be moved in one direction more easily than in another; Rothbart 
and Park (1986) have presented evidence, for example, that favorable 
fi rst impressions of people may be more easily changed to unfavorable 
ones than the reverse. 

Ross, Lepper, and Hubbard (1975) have demonstrated that people 
sometimes persevere in beliefs even when the evidence on which the 
beliefs were initially formed has been shown to them to be fraudulent. 
They had people attempt to distinguish between authentic and unau-
thentic suicide notes. Participants were given feedback that was indepen-
dent of their choices; some were informed that they performed far above 
average on the task while others were told that they performed far below 
average. Following completion of the task, participants were informed of 
the arbitrary nature of the feedback and of the fact that their rate of “suc-
cess” or “failure” was predetermined and independent of their choices. 
Despite the debriefi ng information, when later asked to rate their ability 
to make such judgments, participants who had received much positive 
feedback on the contrived task rated themselves higher than did those 
who had received more negative feedback. Ross and his colleagues have 
also shown experimentally that people fi nd it extremely easy to generate 
explanations of individuals’ behavior and to persevere in those expla-
nations even in the face of evidence that the data on which they were 
originally based were fi ctitious (Anderson, Lepper, & Ross, 1979; Ross & 
Anderson, 1982; Ross, Leper, Strack, & Steinmets, 1977). 

One factor that may contribute to the perseverance of beliefs of the 
kind reported by Ross, Lepper, and Hubbard (1975), is the operation of 
a sort of confi rmation bias (Nickerson, 1998; Nisbett & Ross, 1980). The 
receipt of feedback that supports the assumption that one is particularly 
good or particularly poor at a specifi c task may prompt one to search 
for additional information to confi rm further that assumption. To the 
extent that such a search is successful, the belief that persists may rest 
not exclusively on the fraudulent feedback, but on other evidence that 
one has been able to fi nd in support of it as well. Some support for this 
hypothesis comes from the fi nding that the imposition of a distracter 
task to occupy the time between the receipt of the false feedback and 
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the discrediting of that feedback may reduce or eliminate the persever-
ance (Fleming & Arrowood, 1979). (Another possibility, in some cases, 
is that subjects, upon being told by experimenters that they were given 
false feedback during the experiment come to suspect that what they are 
told during the debriefi ng session may not be true; if the experimenters 
deceived them for scientifi c purposes once, why would they not do so 
again? Perhaps, they might think, the real point of the experiment is to 
see how easily one can be made to change one’s mind.)

We see, in summary, that the tendency of people to persevere with 
established beliefs in the face of evidence that runs counter to those 
beliefs can be defended, within limits, on the grounds of the informa-
tion processing limitations of human beings, and, as Lycan (1988) points 
out, in recognition that changing belief consumes energy and resources. 
We see also, however, that the tendency can be taken to unreasonable 
extremes and that there is a line, however diffi cult to draw, the crossing 
of which takes the tendency from being a functional safeguard against 
destabilizingly frequent revisions of belief to being recalcitrance against 
warranted change.

Dogmatism, which manifests itself as refusal to modify beliefs in 
the face of compelling evidence of the need for change, can be seen, 
in Albert’s (1985) words, as “a determination to maintain our theories, 
regardless of what objections might be raised against them, and regard-
less, too, of what reality might be” (p. 45). I suspect that few people 
would contest the claim that when the tendency to persevere in a belief 
is so strong that one refuses to consider evidence that does not support 
that belief, it is irrational and offends our sense of intellectual honesty. 
That is not to say, however, that dogmatic confi dence in one’s own beliefs 
and intolerance of opposing views can never work to one’s advantage. 
Boorstin (1958) argues, for example, that it was precisely these qualities 
that permitted the 17th century New England Puritans to establish a 
society with the ingredients necessary for survival and prosperity. “Had 
they spent as much of their energy in debating with each other as did 
their English contemporaries, they might have lacked the single-minded-
ness needed to overcome the dark, unpredictable perils of a  wilderness. 
They might have merited praise as precursors of modern liberalism, but 
they might never have helped found a nation” (p. 9).

Contrary to the popular stereotype of the Puritans, they were not 
preoccupied with religious dogma but rather with more practical mat-
ters, because, as Boorstin notes, they had no doubts and allowed no dis-
sent. They worried about such problems as how to select leaders and 
representatives, how to establish the proper limits of political power and 
to construct a feasible federal organization. As a study in contrast with 
the Puritans, Boorstin points to the Pennsylvania Quakers. They also 
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were rigid in their beliefs, making “a dogma of the absence of dogma,” 
but they maintained a tolerance for people who believed differently than 
they and preferred to have as little as possible to do with the practical 
matters of the building and governing of a society. 

If we defi ne being rational very narrowly as reasoning and acting in 
one’s best self interest, we would probably have to consider the holding 
of beliefs that—independently of their truth or falsity—help one attain 
one’s goals, and the insulation of those beliefs against opposing views, 
to be rational. This seems to me, however, to be an unacceptably narrow 
conception of rationality. Dogmatism has the practical effect of permit-
ting one to protect one’s beliefs, which is arguably benefi cial for certain 
purposes, but it is an impediment to the pursuit of truth and the acquisi-
tion of knowledge. 

Harman on belief revision

What are good reasons for revising beliefs? How much effort should we 
feel obliged to put into the evaluation of our own belief sets? How are 
we to judge whether a particular change—or a particular instance of 
maintaining a belief against pressures to change—should be considered 
rational? Harman (1986), who equates reasoning with reasoned revision 
of beliefs or intentions, has treated such questions in some detail.

The foundations and coherence theories

Harman distinguishes between two theories of reasoned revision of 
beliefs: the foundations theory and the coherence theory. As we have seen, 
according to the foundations theory, one’s beliefs are interdependent 
and traceable to foundational beliefs. Certain beliefs are justifi ed by 
other more fundamental beliefs, which in turn are justifi ed by others 
more fundamental still. In tracing a belief to its justifi catory roots, one 
ends fi nally with foundational beliefs that do not depend on others for 
their justifi cation. Reasoned revision of beliefs, according to this theory, 
requires subtracting from one’s system of beliefs any that are not justifi ed 
(excepting of course foundational beliefs) or adding new beliefs that are 
either justifi ed by the other beliefs that are held or are themselves foun-
dational. This view is similar in spirit to Descartes’s principle of doubt.

According to the coherence theory, an existing belief does not 
require justifi cation unless one has a special reason to doubt it; the fact 
that one may not be able to remember or reconstruct the reasons for 
appropriating a certain belief in the fi rst place is not justifi able grounds 
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for discarding that belief. Belief revision should be guided by two prin-
ciples: the principle of conservatism and the principle of coherence. The 
principle of conservatism prescribes that beliefs should be revised mini-
mally in the interest of resolving confl icts that have come to light. The 
principle of coherence dictates that changes should be made in the inter-
est of increasing overall coherence within one’s total belief set. (Both 
the foundations theory and the coherence theory have to do with the 
conditions under which beliefs should be justifi ed, but neither prescribes 
a particular method of belief justifi cation. This is a separate issue. Both 
may be compatible with a variety of rightness criteria, and a given crite-
rion might be satisfi able within both contexts [Goldman, 1986].)

Harman subscribes to the coherence theory as the normatively cor-
rect one and dismisses the foundations theory on the grounds that it 
requires one to keep track of the original reasons for one’s beliefs, which 
is more than mere mortals can do. Moreover, the foundations theory 
requires that one be prepared to justify any of one’s beliefs at any time, 
whereas the coherence theory requires that only changes in existing 
beliefs require justifi cation. In Harman’s words: “the foundations theory 
says one is justifi ed in continuing to believe something only if one has a 
special reason to continue to accept that belief, whereas the coherence 
theory says one is justifi ed in continuing to believe something as long 
as one has no special reason to stop believing it” (p. 32). The coherence 
view is very similar to the theory of minimal rationality advanced by 
Cherniak (1986). Something like it is also defended by Shatz (1994), who 
argues that the mere fact that one already believes something gives one 
a reason to keep believing it; methodological conservatism, which this view 
is sometimes called is, Shatz claims, now recognized as good rational 
practice. 

Harman argues also that the foundations theory should be dismissed 
as a normative theory because, inasmuch as people do not typically keep 
track of the reasons for their beliefs and sometimes continue to retain 
beliefs even after the evidence for them has been discredited, without 
realizing that they are doing so (Ross & Anderson, 1982), it implies that 
almost all beliefs are unjustifi ed. This, in his view, would be an absurd 
thing for a normative theory to do. Harman fi nds the idea that most of 
the beliefs that people hold are unjustifi ed to be intuitively unacceptable. 
Of course anyone who is convinced that human beings are fundamen-
tally irrational should have no diffi culty accepting it. 

Principles of positive and negative undermining

Closely related to the distinction between the foundations theory and 
the coherence theory is the distinction between the principle of posi-
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tive undermining (“One should stop believing P whenever one positively 
believes one’s reasons for believing P are no good” [Harman, 1986, p. 
39]) and the principle of negative undermining (“One should stop believ-
ing P whenever one does not associate one’s belief in P with an adequate 
justifi cation [either intrinsic or extrinsic]”) (p. 39). The fi rst of these prin-
ciples is more plausible, in Harman’s view, than the second; the latter has 
the absurd implication that people should stop believing almost every-
thing they believe, given that they do not keep track of the justifi cations 
of their beliefs. 

A principle similar to Harman’s principle of positive undermining 
is defended by Lycan (1988). According to the principle of conservatism, 
which Lycan calls it, one should hold on to a belief unless there is a posi-
tive reason to reject it. Lycan sees the warrant conferred by this principle 
on newly acquired beliefs to be a weak one, however, and notes that 
until a belief has passed tests such as those of consistency and coherence 
with one’s existing belief system, it can be overridden easily by other 
evidential considerations.

Comment

Harman’s model of belief revision is prescriptive in that it purports to say 
how beliefs should, or should not, be revised. It is pragmatic in that it 
explicitly takes human capabilities and limitations into account. If forced 
to choose between the foundations and coherence theories of belief revi-
sion, I would opt for the latter; and given the principles of positive and 
negative undermining, my preference is for the former, especially with 
Lycan’s qualifi cation. I think it a mistake, however, to consider it neces-
sary to adopt one or another of these positions in its entirety. Although 
the coherence theory seems to me both more descriptive of human rea-
soning than the foundations theory and a more reasonable prescription 
as well, I want to argue that it is not inconsistent with human cognitive 
limitations to expect people to be able to give, if asked, some of their 
reasons—partial justifi cation—for at least those of the beliefs they hold 
that are important to them. Similarly with respect to the distinction 
between positive and negative undermining, I see the former as both 
more descriptive and more acceptable as a normative principle than the 
latter, but I am not prepared to rule out the possibility that failure to 
fi nd reasons to justify an existing belief—despite trying to do so—may 
be suffi cient warrant, in some instances, to discard that belief, or at least 
temper it with some degree of doubt. 

The idea of tempering a belief with some degree of doubt runs 
counter to Harman’s view of beliefs as generally all-or-none in character. 
This view seems to involve the assumption that the only alternative to 
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unlimited inquiry with limitless resources is full acceptance of conclu-
sions as though their truth were beyond question. I do not see these two 
positions as the only possibilities. A third possibility is that one consider 
conclusions as plausible, or implausible, to varying degrees and accept 
some degree of certitude as adequate for practical purposes and there-
fore not worth trying to improve upon through further inquiry. In other 
words, according to this view, one may be willing to act as though one 
believed a particular conclusion certainly to be true, for the sake of prac-
ticality, even though one actually believed the conclusion to be true only 
with some probability less than 1.0. How much certitude is enough may 
depend on the particular conclusion involved, and how important it is 
for one to get it right.

I have devoted considerable space to Harman’s views on belief 
revision because he has written in a focused way on this subject, and 
because, with the qualifi cations already mentioned, I fi nd his analysis 
quite convincing. There are other views of belief revision, however, that 
need to be mentioned. Bayes’s rule, for example, is essentially a prescrip-
tion for updating beliefs in the light of newly acquired data. The question 
of how descriptive this rule is of how people actually apply new data to 
existing beliefs has been the subject of considerable research. Some of 
this research is discussed in Nickerson (2004). Suffi ce to say here that 
Bayes’s rule is an equation for revising prior probabilities to take account 
of new data (although Bayesian decision making has often been given a 
much broader connotation), that its popularity among statisticians and 
other potential users has waxed and waned since its original formula-
tion, that its use is less controversial in situations in which probabilities 
are based on objective relative frequencies than when they refl ect sub-
jective estimates, and that it can be a powerful tool when used with care 
under the right circumstances.

In mathematics, beliefs about relationships are established and 
revised by what Lakatos (1976) has referred to as the method of proofs 
and refutations. A proof, if it is valid, justifi es the acceptance of a theo-
rem as true, given the axioms of the system from which the proof was 
derived; refutation of a proof—demonstration that it is invalid—in any 
of a variety of ways, points up the need either to revise the theorem or 
to prove it in another way. Statistics has much to do with the evaluation 
of beliefs and, in particular, the assignment to them of quantitative indi-
cants of certitude. Not all beliefs lend themselves to statistical evaluation, 
but for those that do statistical methods are powerful tools for practical 
decision making.

The scientifi c method prescribes that beliefs—theories—be modi-
fi ed whenever their implications fail to correspond with observations. 
Science, as a whole, appears to follow this prescription, although one can 
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fi nd numerous instances of individual scientists who have failed to do so 
in specifi c cases. 

There are many ways to account for modifi cations of belief. My 
sense is that psychologists have paid less attention to the question of how 
beliefs are modifi ed, however, or to that of how they should be modifi ed, 
than to the attempt to understand why beliefs so often tend to persist, as 
they seem to do, when they might have been expected to change. More-
over, what it means, psychologically, to change a belief is not fully under-
stood. Old beliefs may linger, like unwanted tenants, even after having 
been told to vacate their premises. And even when they appear to have 
gone, they may leave behind feelings and other effects that, although 
initially stemming from them, are no longer dependent on them. My 
dislike of fl ying may have originated with an incorrect belief about its 
safety relative to that of other modes of travel, but it does not follow that 
that dislike will disappear if I discover that fl ying is safer than I believed 
it to be. More generally, old beliefs leave residues—what Goldman (1986) 
refers to as credal residues—even after having been revised or “replaced” 
that can continue to affect cognition in a variety of ways. A better under-
standing of the nature of these residues and their effects is a continuing 
challenge to research.

Propagation of Beliefs

Perhaps there are such things as unique personal beliefs—beliefs that 
are unique to the individuals who hold them. It seems likely, however, 
that a large majority of the beliefs that any one of us holds, at least those 
beliefs that pertain to the observable world, are held by other people as 
well. We would like to know how beliefs are propagated. How do beliefs 
become common among communities and cultures? Is it reasonable to 
speak of beliefs of groups? What role do groups play in the formation and 
retention of individuals’ beliefs? 

It is not surprising that some of the ideas about how beliefs spread 
should bear some resemblance to those relating to the occurrence of epi-
demics (Gladwell, 2000; Watts, 2003). Beliefs, one might say, can be con-
tagious. But not all beliefs spread. Presumably whether a particular belief 
does so depends to some degree on the nature of the belief—some things 
are simply more believable than others, at least within a given cultural 
context—but beliefs that are presumably equally plausible within a given 
cultural context may not all spread equally rapidly or to equal extents. 
Whether a particular belief will spread appears to depend also on factors 
that are somewhat independent of its merits.

□
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Information cascades

An information cascade occurs when an idea or belief spreads through a 
group by a process sometimes referred to as observational or social learning 
(Bikhchandani, Hirshleifer, & Welch, 1992, 1998; Watts, 2003). Situa-
tions that give rise to information cascades are those in which differ-
ent people make choices in sequence over time and the main sources of 
information to individual choosers are the choices that immediately-pre-
ceding others made with respect to the same, or a similar, set of options. 
Under certain conditions, the choices of the fi rst few individuals to make 
them are essentially imitated by subsequent choosers. A person wishing 
to buy a new car may be considering both a Ford and a Buick, say, and 
may even be leaning toward the Ford on the basis of his own knowledge 
of the alternatives, but may choose the Buick on the basis of being aware 
that acquaintances who have recently bought a new car have bought a 
Buick. 

What is of special interest in the present context is the question of 
whether such copy-cat behavior can be considered rational. Bikhchan-
dani, Hirshleifer, and Welch (1992, 1998) argue that under certain con-
ditions, which they spell out, it can be, and people basing choices on 
the choices of others can yield better choices than would have been pro-
duced on the basis of one’s individual knowledge. But there is no guar-
antee that this will always be the case; the quality of the choices made 
in an information cascade are sensitive to the quality of the selections 
of the few choosers who start the cascade. The problem with cascades, 
as Bikhchandani, Hirshleifer, and Welch (1992) put it, “is that they pre-
vent the aggregation of information of numerous individuals. Ideally, if 
the information of many previous individuals is aggregated, later indi-
viduals should converge to the correct action. However, once a cascade 
has started, actions convey no information about private signals; thus an 
individual’s action does not improve later decisions” (p. 998).

A simple thought experiment, based on a laboratory demonstration 
by Anderson and Holt (1997) makes clear how an information cascade 
may work. Two urns contain black and white balls, one (B) with a black-
to-white ratio of 2-to-1 and the other (W) with the ratio reversed. Each of 
several observers draws, in turn, one ball from the same urn, silently notes 
its color and returns the ball to the urn before the next observer draws 
a ball. At some point each observer is asked, again in turn, to announce 
the urn from which he believes the balls were drawn. Imagine that the 
fi rst two observers announce B, and suppose that the third observer drew 
a white ball. If the third observer makes her guess strictly on the basis 
of the color of the ball she drew, she should guess W. But having heard 
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the two preceding observers guess B, she may reason that two of the fi rst 
three draws were black, so she should guess black. If she is a good Bayes-
ian and assumes that each of the two urns was equally likely to be chosen 
a priori, the posterior probabilities of the B and W urns, based on her 
draw alone would be 2-to-1 in favor of W, but if she assumes that the two 
preceding observers drew black balls and she takes that into account, the 
posterior probabilities are 2-to-1 in favor of B. So she can hardly be con-
sidered irrational to guess B, despite drawing a white ball.

Having heard three predecessors guess B, observer 4 might plausibly 
believe that each of them drew a black ball (unless he is sharp enough to 
realize that perhaps he is witnessing an information cascade), so he will 
have even more reason to guess B than did observer 3, independently of 
the color of the ball he drew. And here is the important point: given that 
the fi rst few observers name the same urn, the information each subse-
quent observer gains from the color of the ball he/she draws will have 
little or no impact on his/her guess, because of what appears to be the 
weight of the cumulating evidence in favor of the urn fi rst mentioned. 
It is not necessary that the information cascade begin with the fi rst few 
observers; all that is necessary is that at some point in the process the 
evidence cumulating from the preceding guesses become (apparently) 
suffi ciently strong to swamp the information one gets from looking at a 
single ball. 

Information cascades may be at the base of fads, market bubbles or 
sell offs, medical practice, and even criminal behavior (Banerjee, 1992; 
Kahan, 1997; Phelps & Mooney, 1992; Sheffrin & Triest, 1992; Welch, 
1992). Bikhchandani, Hirshleifer, and Welch (1998) give examples of 
how information cascades can be exploited in a variety of contexts, 
including consumer marketing and politics. Watts (2003) draws parallels 
between information cascades and cascades of other types—such as the 
1996 North American power grid failure that was triggered by an inci-
dent involving a single transmission line in Oregon—the common fea-
ture being a self-propagating event or process that begins inauspiciously 
but quickly acquires epidemic proportions, and without the benefi t of a 
coordinating agent. What information cascades have in common, Watts 
notes, is that once started, they become self-perpetuating, adding new 
adherents on the strength of already having acquired some. 

Networks

Watts (2003) emphasizes the role that social networks play in the propa-
gation of beliefs, and especially the importance of the interconnections 
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between and among such networks. Network interconnections are made 
by “connectors”—individuals who belong to more than one network—
(Gladwell, 2000). In Watts’s view, belief propagation is facilitated when 
the connections between networks are neither too few nor too numer-
ous. “Networks that are not connected enough . . . . prohibit global cas-
cades because the cascade has no way of jumping from one vulnerable 
cluster to another. And networks that are too highly connected prohibit 
cascades also, but for a different reason: they are locked into a kind of 
stasis, each node constraining the infl uence of any other and being con-
strained itself” (p. 241).

The limitations arising from insuffi cient network connections are 
perhaps easier to see intuitively than those that arise from networks 
being too highly connected. The problem with highly interconnected 
networks, as facilitators of information cascades, is that high intercon-
nectedness means that individuals are getting lots of cross-network 
inputs, and, as Watts puts it, “the more people whose actions or opinions 
you take into account before making a decision, the less infl uence any 
one of them will have over you. So when everyone is paying attention to 
many others, no single innovator, acting alone, can activate any one of 
them” (p. 240).

Watts argues that whether an innovation (new idea or belief) will 
propagate is likely to depend as much on network structure and on chance 
as on the inherent appeal of the innovation itself. For every innovation 
that has been successful in the sense that it has propagated wildly, there 
are many equally deserving ones that have received very little attention 
by comparison. A very similar argument is made by Taleb (2004). 

Beliefs of groups

Sometimes we attribute beliefs to communities, groups, or categories of 
people as a whole. We say that Democrats believe thus and so, while 
Republicans believe something else, or that Catholics believe X while 
Protestants believe Y. Undoubtedly certain beliefs are much more likely 
to be held by members of some groups than by members of others, so it 
is not wrong to associate specifi c beliefs with specifi c groups, especially 
when members of groups emphasize beliefs as among the characteristics 
that distinguish them as groups. It is important to recognize, however, 
that beliefs are cognitive states of individuals, not of groups as a whole. 
Individuals, not groups, believe thus and so. 

Beliefs are attributed to groups when large percentages of the peo-
ple who belong to those groups give evidence of holding those beliefs, 
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or at least do not object overtly when spokespersons for those groups 
express those beliefs in behalf of the groups. However, one would not be 
surprised to fi nd, among the members of any given group, a consider-
able range of attitudes toward, and understanding of, specifi c beliefs that 
are associated with that group. It would be less than surprising to fi nd 
within groups characterized by strong adherence to complicated belief 
sets individuals who profess total adherence but have little understand-
ing of what some of the beliefs included mean.

Degree of group consensus, especially on matters that some group 
members may not understand very well, is diffi cult to measure, and we 
know that estimates of such consensus can be infl uenced by the behavior 
of individuals considered to be representative of the group (Zuckerman, 
Mann, & Bernieri, 1982). It seems likely that we tend to overestimate 
the degree of consensus within many groups and perceive the groups as 
more monolithic, with respect to the beliefs their members hold, than 
they really are. Two people reciting the same creed may have quite dif-
ferent understandings of what is being said. This does not mean that 
groups cannot act cohesively in the defense of the beliefs with which 
they are identifi ed, but it is not necessary for one to understand a belief 
in any very deep sense in order to support its defense in tangible ways.

Peer infl uence in shaping beliefs 

When everyone is seeing fl ying saucers, you naturally would like to see 
one yourself. (Gardner, 1957, p. 187)

Peer pressure is a widely-acknowledged motivating force, and is a 
reality not only in the lives of impressionable teen-agers, but in those of 
mature members of society. The importance of peer pressure in infl uenc-
ing behavior is well documented and has been recognized by scientists 
and laypersons alike for a long time. Some of the rewards and sanctions 
that are used by groups to encourage or enforce conformity are explicit 
and obvious; others are subtle and inconspicuous. It is a simple matter of 
statistics that people are more likely to have their beliefs reinforced than 
challenged when they converse with others who share those beliefs. One 
does not go to a Republican (Democratic) political convention in order 
to expose one’s Republican (Democratic) views to the harshest criticisms 
that can be leveled against them.

Commonality of beliefs can be a strong binding force and, con-
versely, incompatible beliefs among members of the same community 

RT94878_C004.indd   164RT94878_C004.indd   164 10/23/2007   9:45:39 AM10/23/2007   9:45:39 AM



Beliefs 165

can be highly divisive. By the same token, espousal of beliefs that are 
contrary to those that prevail within a community can evoke great pres-
sure from the community to conform, especially if the beliefs involved 
are considered to be important and to have signifi cant implications for 
behavior. 

Lyttleton (1979) suggests that not only will the gregarious instinct 
tend to draw together people who have the same beliefs, but that the 
desire not to feel outside an accepted offi cial group is so strong that most 
of us are willing to adopt views that are unacceptable scientifi cally in 
order to maintain our status within the group. Independence of opinion, 
at least to the extent that one’s opinions are made public, can exact a price 
that many people will fi nd unacceptably high. The desire to conform is 
sometimes even seen as inherent to human nature (Jones, 1984). 

Albert (1985) argues that social factors can be extremely infl uential 
in the maintenance of beliefs, even to the point of overriding the effects 
of objective evidence. “As is now well known, convictions that in no way 
correspond to reality—the inadequacy of which is readily apparent to a 
critical observer—can prove extraordinarily stable if they are supported 
strongly enough by the society. Correspondence to reality can be exten-
sively replaced by social anchoring” (p. 120). 

Compelling experimental evidence of the effect of peer pressure 
on people’s behavior was reported a half-century ago by Asch (1953). 
He found that a large percentage of participants in experiments could 
be induced to report believing something that they could see to be false 
(that a particular line on a display of lines was the longest, when it 
clearly was not) if all the other members of a small group made the same 
incorrect selection (the other members of the group having been secretly 
instructed beforehand by the experimenter to do so). An interesting, and 
encouraging, auxiliary fi nding was the need for unanimity among the 
collaborating group members in order for the peer pressure effect to be 
robust; if even a single other person in the group gave the correct answer, 
the unsuspecting participant was much less likely to yield to the pressure 
to conform to the group consensus. 

A member of a relatively closed group who fails to recognize the 
tendency of groups to be noncritical with respect to beliefs that their 
members generally hold, and who communicates almost exclusively with 
other members of the group, is likely to be convinced that the evidence 
for the truth of the beliefs the group espouses is stronger than it really is. 
Never having been exposed to evidence that is contrary to those beliefs, 
or having encountered it only as interpreted by those who have a vested 
interest in being able to dismiss it, one is in a poor position to evaluate 
one’s beliefs objectively, but may be completely unaware of the fact. If 
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Cummings (1995) is correct, even an entire profession can so insulate 
itself from contrasting views that it comes to believe the one that prevails 
among its members is the only one there is.

One need not be a member of a separatist or relatively-closed group 
to experience the reinforcing effects of selective communication with 
like-minded people. Who can doubt that all of us are more likely to talk 
with people who share those of our views that most defi ne us as indi-
viduals than with people who do not? Unless we are naturally inclined 
to be argumentative, we probably enjoy the company of people with 
whom we tend to agree more than that of those with whom we have 
strong differences of opinion. What rationality requires, I want to argue, 
is that one recognize that this preference, understandable as it is, has the 
effect of providing some degree of shelter for one’s favored views against 
unfriendly attack, and it can leave us thinking they are less vulnerable 
than they really are. 

Arguably, many of us hold some of the beliefs that we do for no 
better reason than the fact that they are the beliefs that prevail in the 
culture, or subculture, to which we belong. Those beliefs, or at least a 
signifi cant proportion of them, may be correct, but this does not mean 
that they have a rational basis in the minds of all the people who hold 
them. Acknowledging this is not espousing the postmodern position 
that beliefs are nothing more than social constructions that are uncon-
strained by objective reality. It is simply to recognize that even beliefs 
that correspond to objective reality can be held in a non-critical way and 
for reasons other than careful consideration of the evidence for or against 
them. 

Delusions and “Extreme” Beliefs

Ask the average man in the street why he believes that the world is round 
and he will give you a set of very bad reasons. Ask the fl at-earth fanatic 
why he thinks the world is fl at and he will probably give you a much better 
set, for his reasoning powers have been sharpened in continual contro-
versy with people holding the orthodox view. (Thouless, 1947, p. 149)

Delusions are often associated in our thinking with mental illness. If 
asked to illustrate what it means to be deluded, we might offer up exam-
ples of individuals who believe they are people other than who they 
really are. Without discounting the importance of this type of delusion 
and of understanding its basis, here I want to focus not on delusions 
as symptoms or effects of mental illness, but on the phenomenon as it 

□
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might be observed among people who, by conventional standards at least, 
would be considered mentally intact and perfectly sane. 

In its broadest connotation, a delusion is a false belief; in this sense 
it is safe to assume that we all suffer many of them. Generally the term 
is used in a more restricted way to connote false beliefs that would be 
recognized by most people—other than those who hold them—as false. 
Such beliefs are extreme in the sense that they lie outside the norm, at 
least insofar as that is defi ned by commonality. 

No matter how we conceive of delusions or extreme beliefs, we 
have to acknowledge that they are delusional or extreme only within 
some frame of reference or from some perspective. What is a delusion 
from one point of view may be rock-solid truth from another. Neverthe-
less it is interesting to consider what causes delusions, at least as they 
would be seen as such from the perspective of this book, and what makes 
them persist.

Prescientifi c beliefs in prescientifi c times

The truth is that we can always fi nd previous world views lacking if we 
judge them in our terms. The price paid, however, is that what we actually 
learn about them is severely limited before the inquiry even begins. (Ber-
man, 1984, p. 85)

Before the invention of the thermometer for taking body temperature, 
it was commonly believed among knowledgeable people that body 
 temperature was an individual characteristic and differed signifi cantly 
from person-to-person. It was also believed that people who lived in 
warmer climates tended to have higher body temperatures than those 
who lived in colder ones. The perpetuation of these beliefs, once they 
arose, is understandable because, before the thermometer, there was no 
effective way to show them to be wrong.

Prescientifi c beliefs should not be equated with atheoretical beliefs. 
In some cases beliefs were grounded more or less exclusively in theory, 
but in theory that was not subject to, or at least not put to, empirical test. 
The idea, for example, that consumption of walnuts could prevent or cure 
head illnesses because the convoluted shape of the nut resembled the 
brain in appearance was based on the theory that effects resemble their 
causes. The idea strikes us as strange in the extreme, but in the context of 
a mindset that had been conditioned to read signifi cance into similarities 
wherever they were found, it was a natural inference to draw.
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Sometimes a belief that was eventually shown to be false persisted 
for a long time despite the fact that observations of phenomena that 
related to that belief were being made, because the results of those obser-
vations were consistent with that belief. Euclid in his Optics, for example, 
espoused a theory of vision according to which the eye emits rays to 
perceived objects. This theory was as consistent with the mathematics of 
perspective as the alternative held by some people of the time according 
to which light travels from objects to the eye.

Before people like Galileo began to sow the seeds of the scientifi c 
revolution by attaching great importance to observation and measure-
ment as ways to further understanding of natural phenomena, it was 
not uncommon even for thinkers to hold false beliefs that could have 
been discovered to be false by simple observation. The belief that heavier 
bodies fall faster than lighter ones, for example, prevailed from the time 
of Aristotle until that of Galileo, although the experiments that Galileo 
performed to demonstrate that this belief was false could have been done 
at any time during that 2,000-year period. 

This is a particularly interesting example of a persisting false belief 
because it also might have been questioned strictly on the basis of rea-
soning, apart from any observations. Galileo posed a question that could 
have been asked by anybody who believed that heavier bodies fall faster 
than light ones: If a 10 pound weight falls faster than a 1 pound weight, 
what will happen when the two are tied together? Will the 11 pound 
combination fall faster than the 10 pound weight, or will it fall more 
slowly because the 1 pound weight holds back the 10 pound one?

How should we view beliefs once held that are now known to be 
wrong? It is natural, perhaps, for us to judge them by current standards 
and consider them irrational. But that is not fair. The merits of empiri-
cism were not generally recognized before the time of the scientifi c revo-
lution. The prevailing assumption was that the way to understand nature 
was to reason about it; the way to discover how things were was to fi gure 
out how they must be.

Baron (1985a) defi nes a delusion as “a belief whose strength is 
wildly greater than is justifi ed by the evidence that would be available 
assuming unbiased—i.e., good—thinking” (p. 232). If we accept this 
defi nition, we must recognize that available evidence changes over time, 
as do ideas about what constitutes belief justifi cation, so that the same 
belief might be considered rational if held at one time but delusional if 
held at another. Belief that the earth is fl at, for example, might be con-
sidered rational when ascribed to people living in prescientifi c times or 
in nonscientifi c cultures, but not when it is held by people living today in 
the industrialized world. 
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What is rational in the sense of being consistent with available 
relevant evidence changes as the evidence and standards of relevancy 
change. To judge prescientifi c beliefs to be irrational generally is to apply 
current scientifi c standards to pre-scientifi c knowledge. If we wish to do 
that, we should be willing also to judge our own beliefs in terms of the 
knowledge of future centuries. Of course we cannot do that, but we can 
be reasonably confi dent that many of our current beliefs will seem as odd 
and unjustifi ed to our successors of a few generations hence as belief in 
a fl at world seems to us. 

Prescientifi c and unscientifi c beliefs today

Nontrivial numbers of modern inhabitants of developed countries believe 
that the earth is fl at, or that the earth is hollow and open at the poles, 
or that we live on the inside of a hollow sphere (Gardner, 1957). Many 
believe in ghosts, poltergeists, and magic in various forms (Rawcliffe, 
1959). Not a few seek guidance for their decision making from profes-
sional astrologers, who outnumber astronomers by a considerable mar-
gin. According to a survey published by the National Science Foundation 
in 2002, 41% of the American public then believed that astrology is at 
least somewhat scientifi c (reported in Shermer, 2003, p. 247). How can 
people sustain such beliefs in the face of what most scientists would con-
sider overwhelming evidence that they are wrong?

The answer is not necessarily that people who hold such beliefs lack 
the capacity to reason. As noted in the comment by Thouless above, in 
some cases they may be able to give better-reasoned rationales for their 
beliefs than can many people who hold more scientifi cally orthodox 
ones, because they have had more experience in defending them against 
attack. Although they may differ considerably with respect to criteria of 
relevance they apply to evidence, to the credibility they give to various 
information sources, and to the interpretation they put on the informa-
tion they accept, within their own frame of reference they may be able 
to reason very well.

The question may be asked also with respect to cults. What mem-
bers of a cult share is a set of beliefs. The beliefs often have behavioral 
effects and the behaviors are likely to be more apparent to observers than 
are the beliefs that underlie them, but the beliefs are basic. And these 
beliefs typically appear to be strange, sometimes bizarre, to people who 
do not hold them. How is it that they are so readily held by members?

Certainly factors that play a major role are isolation and insula-
tion from opposing views. It is characteristic of many cults that members 

RT94878_C004.indd   169RT94878_C004.indd   169 10/23/2007   9:45:41 AM10/23/2007   9:45:41 AM



170 Aspects of Rationality

withdraw from larger society and establish living arrangements and life 
styles that tend to limit communication outside the group and exposure 
to ideas and beliefs that confl ict with their own. Because they talk pri-
marily with people who share their beliefs, those beliefs are continually 
reinforced, and any data that arrives from beyond the perimeter of the 
cult’s domain is likely to be interpreted in such a way as to support the 
in-group views. Some groups go to considerable lengths to insure that 
members do not have easy access to outside information sources and are 
not readily exposed to outside infl uences. Sanctions against deviations 
from prescribed beliefs and practices can be very strong. 

It is easy for outside observers to write off cultism as a simple con-
sequence of ignorance and faulty reasoning and to see members of cults 
as misguided souls who lack a capacity to be critical with respect to their 
own beliefs. Devotees are viewed as victims of brainwashing, individu-
als who have traded their reason for the emotional gratifi cation to be 
gained from belonging to a cohesive and supportive group. I doubt if it is 
as simple as this. How cults arise and why people join them are complex 
questions that are beyond the scope of this book. 

A question that is relevant to this book is whether membership in a 
cult has implications for how one thinks. The answer clearly must be yes. 
This, in itself, in no way distinguishes cults. Being a member of a political 
party infl uences the way one thinks, as does being a member of a main-
stream religion, or of a trade union, or of a particular profession. What is 
likely to distinguish cult membership in this regard is that the beliefs on 
some matters are strikingly incompatible with prevailing beliefs or opin-
ions on those matters. Defending those beliefs often requires elaborate 
protective measures that can include doctrines and practices that have 
the effect of insulating members of the cult from outside infl uences by 
inhibiting open exchanges of ideas. 

Cult beliefs can be amazingly impervious to even very strong 
evidence that they are wrong. Many times over the centuries, one or 
another group has confi dently predicted the date of the end of the world 
and its members, after dutifully preparing for the event, have gathered, 
as the predicted time approached, to face it together. Failure of the world 
to cease to exist as predicted seldom seems to have caused a serious 
rethinking of the belief systems on which such predictions have been 
based; typically the miscalculation has been rationalized and, often, a 
new prediction made. Again it must be pointed out, however, that while 
persistence in the face of contrary indications is characteristic of cult 
beliefs, such persistence is seen not only in this context. The ability to 
accommodate counterindicative evidence may be said to be among the 
more impressive of the abilities that we as a species have developed. Sci-
entists have their share of this ability and exercise it frequently.
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It is easy to criticize people for holding strange beliefs. Often we 
fi nd them amusing, and may, in less gracious moments, poke fun at 
them. We should not overlook the fact that probably all of us hold beliefs 
that appear strange to someone else. Moreover, probably each of us has 
certain prejudices and biases, some of which we may be aware of, and 
others of which we probably are not. Certainly all of us hold beliefs that 
will appear strange many years hence. 

This does not mean that we should not attempt to distinguish 
between plausible and implausible beliefs. The human psyche is appar-
ently very fragile. People appear to be capable of believing just about 
anything. Witness colonial Salem and 20th-century Jonestown. Dema-
gogues and charlatans have never wanted for a receptive audience, no 
matter how bizarre their message. Attempting to evaluate beliefs, or 
potential beliefs, in the light of evidence that is relevant to them will not 
guarantee that one will never hold beliefs that are not warranted, but 
failing to do so surely increases the likelihood that one will hold some 
such beliefs.

Credulity

Most professionals, throughout the ages, have been content to think only 
what they have been taught. (Cromer, 1993, p. 99) 

Credulity, willingness to believe, is a property of persons as recipients of 
information or claims. We might wish to say that one is the more credu-
lous, the more credence one attaches to an assertion of a given intrin-
sic credibility. But this would suppose that we know how to  establish 
 intrinsic credibility, and we do not. For present purposes let us sim-
ply assume that people differ with respect to how much evidence they 
require before being willing to treat an assertion as though it were true. 
Some people are willing to believe on the basis of very little evidence 
indeed. 

There are many examples of credulity, some of which have involved 
entire populaces. France, with its unbridled enthusiasm for John Law’s 
scheme to create wealth through the issuance of paper currency dur-
ing the early part of the eighteenth century, provides one example of a 
populace infected with credulousness and avarice. A similar example of 
a nation gone berserk is found in England at about the same time when 
speculation in the South-Sea Company (a company established for the 
purpose of restoring public credit) and numerous other “Bubble Compa-
nies” reached inordinate heights (MacKay, 1841/1932). 
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The tenor of the times is captured by MacKay’s characterization 
of the British populace as “a whole people shaking off the trammels of 
reason, and running wild after a golden vision, refusing obstinately to 
believe that it is not real, till, like a deluded hind running after an ignis 
fatuus, they are plunged into a quagmire” (p. 71). The proliferation of 
stock companies during a brief period around 1720 was, in retrospect, 
almost beyond belief; the willingness—eagerness—of people to purchase 
their stock is testimony to the extremes of which human credulity is 
capable. The dot-com craze in the U.S. stock market is a recent reminder 
that things have not changed a lot in this respect.

I have never been abducted by extraterrestrial aliens, or at least 
I do not remember having such an experience. If I ever am abducted, 
and remember the event, I probably will not be inclined to talk about 
it. But many reports of abduction experiences have been made (Clark, 
1990; Jacobs, 1992). Some people believe these reports, others do not. An 
interesting question, for present purposes is, what distinguishes people 
who accept these reports at face value and those who do not. A second is 
should one believe them. Should I believe them?

How credible one is likely to fi nd any particular claim to be 
depends strongly on how consistent that claim is with other beliefs one 
holds. I would be more likely to accept reports of abductions by aliens if I 
believed in, or at least accepted the possibility of, the existence of extra-
terrestrial creatures than if I did not. One’s inclination to accept or reject 
such reports would be expected to depend also on several other factors 
to greater or lesser degrees. These include the perceived reliability of the 
sources of the abduction reports, peer infl uences (the known positions 
of others regarding the question), implications of acceptance or rejection 
(e.g., for one’s peace of mind), the plausibility of alternative accounts of 
reported phenomena, and any (probably tacit) standards that one habit-
ually applies to the weighing of evidence.

Should I believe these reports? My answer to this question involves 
the application of Occam’s razor. It seems to me unnecessary and unwise 
to conclude that people are being abducted by alien beings if there are 
adequately plausible accounts of the reports and related phenomena that 
do not require the assumption of the existence of alien beings. I do not 
mean to suggest that all the people who have reported being abducted 
have intentionally lied about their experiences. I do not even want to 
argue that their accounts of those experiences are necessarily inaccurate. 
My point is that I have seen no evidence on the question that is suffi ciently 
compelling to make me accept what, in my view, would be a fairly radical 
conclusion, and I fi nd alternative accounts of the data that do not assume 
the involvement of extraterrestrial beings to be adequately plausible.
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Of course, one can argue that if we are being visited by highly intel-
ligent aliens with a technology vastly superior to our own, and if these 
visitors are intent on remaining inconspicuous to most earthlings, and 
so only occasionally whisk away a human or two for a closer look, and 
usually take steps to muddle their memories of the trip before returning 
them to earth, incredulous humans like me will never be convinced of 
their presence—unless of course, we happen to fi nd ourselves among the 
abductees. All true. 

Rational Beliefs

What does rationality demand of the beliefs we hold? I can do no more 
than offer an opinion (my own belief, if you will) as to the answer to 
this question, but hopefully an opinion informed by the thinking and 
research that has been reviewed here.

One can believe only what one fi nds to be believable. But what 
one fi nds to be believable on any particular matter depends, to no small 
degree, on the extent to which one has sought whatever information is 
available on that matter. A high degree of rationality requires an effort 
on the part of the believer to ensure that beliefs are supported by evi-
dence actively sought in an unbiased fashion and fairly evaluated. How 
much investigation of evidence is adequate regarding any particular belief 
depends on several considerations, notable among them the importance 
(to the holder) of the belief in question; some beliefs are worth trying 
very hard to get right; others are not. 

Uninformed beliefs—beliefs that are held without reason; beliefs 
that have been sheltered from evidence that might tell against them—are 
not rational beliefs, even if true. Refusing to consider evidence that goes 
against a favored belief seems to me irrational, even if commonplace and 
natural. 

Reluctance to change a belief, even in the face of evidence that it is 
not tenable, can be strong. Changing a belief with which one is identi-
fi ed can give the appearance of inconsistency and perhaps weakness of 
character; it may also require a change in one’s view of the world, which 
can be disturbing. So the natural tendency seems to be to discount evi-
dence that tells against an existing belief or to fi nd a way to interpret the 
evidence so that it no longer does so. 

Rationality requires, I believe, that one not lightly entertain beliefs 
that are inconsistent with each other, or with evidence that is relevant 
to them, when that evidence is interpreted as impartially as one can 

□
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 manage. It requires that one be as unbiased as one can in the assessment 
of evidence that is relevant to beliefs, especially with respect to evidence 
against existing beliefs, while recognizing that complete objectivity is 
diffi cult, if possible, to attain and that few, if any of us are as unbiased as 
we would prefer to think we are. 

When evidence on a question is nondiscriminating with respect to 
which of two or more possible answers to a question is the more likely 
to be correct, one may decide on other grounds which, if any, of the pos-
sible answers to embrace. I choose not to believe that I am an automaton. 
And I believe I have that choice, which is to say that I believe strong, 
but inconclusive, arguments can be made either way. Finally, rationality 
dictates, I want to argue, that beliefs be recognized as beliefs, and con-
sequently as fallible. One does well to believe that some of one’s beliefs 
are false. 
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5
CHAPTER

   Goals, Values, and Affect

Goals

Reason can be used by whoever grasps it, for whatever purpose—it does 
not discriminate. (Calne, 1999, p. 71)

Goals exist at many levels. And what is a goal from one vantage point 
may be a means to an end from another. Behavior can be seen as driven 
by hierarchies of means–ends relationships in which the ends at one 
level of a hierarchy serve as means to ends at higher levels. Structured 
approaches to decision making may explicitly acknowledge the multi-
level nature of goals and promote the idea that an important component 
of decision making is explicating goal structures in hierarchical form 
(Keeney & Raiffa, 1976). Lower-level goals (the immediate objectives) of 
behavior are usually fairly easy to identify, even if they have not been 
made explicit. The deeper, longer-range goals and purposes that motivate 
behavior often are not clear, and even when one can say what they are, 
whether the behavior in question really serves them can be debatable.

Baron (1985a) has written of the fact that goals that relate explic-
itly to thinking can have a lot to do with the quality of one’s thinking. 
Good thinking, may be fostered, he suggests, by “the goal of thinking 
well (as something one can take pride in); the goal of knowing the truth, 
of getting to the bottom of things; the goal of making good decisions; 
the goal of being reasonable in the sense of being likable for one’s open-
mindedness and receptivity to the suggestions of others; the goal of being 
moral or doing the right thing (since it often requires good thinking to 
decide what the right thing is); the goal of being a good citizen; or the 
goal of thinking for it’s own sake, as something that is enjoyable as an 
activity (socially or alone)” (p. 256). On the other side of the coin are 
goals that work against good thinking such as “the goal of being steadfast 

□
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(in  sticking to one’s conclusions despite counterevidence); the goal of 
reaching conclusions quickly; the goal of being authoritative (powerful 
in some sense); and the goal of honoring authority (despite counterevi-
dence)” (p. 256). 

Goal-directed thinking

The term “goal-directed thinking” is ambiguous in an interesting way: it 
can connote thinking that is directed by goals or thinking that is directed 
at goals. In the fi rst case, the reference is to thinking that is done in the 
service of goals—a specifi c goal is given; the challenge is to fi gure out 
how to attain it. The goal might have been selected by oneself or imposed 
by someone else. It could be to solve a textbook mathematics problem, 
to improve one’s performance at one’s job, to accomplish some specifi c 
military objective, to rob a bank, or to destroy someone’s reputation; 
whatever it is, one’s acceptance of it defi nes one’s task, and thinking is 
directed toward fi nding an effective way of performing that task. In the 
second sense of goal-directed thinking, goals are themselves the object 
of thought. In this case, one thinks about goals. Is a particular goal ethi-
cal? Is it consistent with one’s personal values? Is it worth pursuing? 
If two goals are in confl ict, which should take precedence? How does 
one—how should one—decide what one’s goals should be?

Some writers contend that reason can tell us how to attain goals, 
but not what goals are worth pursuing. Russell (1954) takes this position. 
Allais (1979/1990) puts it this way: “It cannot be too strongly empha-
sized that there are no criteria for the rationality of ends as such other than 
the condition of consistency. Ends are completely arbitrary. To prefer highly 
dispersed random outcomes may seem irrational to the prudent, but for 
somebody with this penchant, there is nothing irrational about it. This 
area is like that of tastes: they are what they are, and differ from one 
person to the next” (p. 115). 

Ehrenfeld (1981) contends that the assumption that pure reason 
suffi ces to distinguish what is humane and just from what is inhumane 
and unjust is patently false—that this is exactly what reason cannot do. 
Reason might reveal the conditions under which a country could expect 
to “win” a nuclear war by launching a fi rst strike, but it alone could not 
be the basis for deciding the rightness or wrongness of starting a nuclear 
war. “There is no calculus of the just and the unjust” (p. 144). Simon 
(1983/1990) likens reason to a gun for hire that can be used in the ser-
vice of whatever goals one has. The outrage we are likely to experience 
in reading Hitler’s Mein Kampf, he argues, is not prompted by the quality 
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of the reasoning we fi nd there, but by what it alleges to be fact and by the 
offensive values it displays. 

Calne (1999) describes reason as a tool—like language and math-
ematics. It helps to get what we want, but not to choose what we want. 
He sees a general turning against reason during recent years, which he 
attributes to disillusionment that resulted when quixotic hopes vested 
in reason and science early in the twentieth century were shaken by 
two world wars and a variety of other developments. Reason became 
discredited, he argues, because of exaggerated claims and false hopes. 
“Those who oppose reason have no diffi culty in pointing to its fail-
ures, but these failures have all stemmed from misguided expectations. 
The hopes sprang from natural, if reckless, optimism—without critical 
thought about the nature of reason and without recognizing the need to 
clarify what reason can and cannot do” (p. 12). Reason, Calne contends, 
is an indispensable human capability, but it cannot control the purposes 
to which it is put.

From this perspective, reasoning serves many goals, bad as well as 
good. Realization of this should disabuse us of the easy assumption that 
making people smarter is tantamount to making them better. We appear 
to be obliged to admit that misanthropic or sadistic behavior can be ratio-
nal for misanthropes and sadists. Behavior that most people would con-
sider bizarre or psychopathic could be seen as rational for the individual 
with bizarre or psychopathic goals. While this may make us uncomfort-
able, what is the alternative? Clearly, we cannot require that to behave 
rationally one must behave in a way that is at odds with one’s goals. 

But what if one of our goals is to evaluate our goals—to decide 
which of many possible goals are worth having? Is it really the case that 
reason has nothing to contribute to this problem? I do not fi nd this posi-
tion plausible and doubt that this is quite what Russell or Allais or Simon 
meant by their cited comments. Perhaps the point that Russell and others 
intended to make was that reason, by itself, is not up to the task of select-
ing goals; in the fi nal analysis what we consider important must derive 
from basic values and preferences that cannot be justifi ed by reason alone. 
This interpretation seems to me to be right. On the other hand, thinking 
critically about goals is surely at least as important an aspect of rationality 
as is the effective pursuit of goals once they have been adopted. 

If thinking about goals forces one to think about—evaluate—values 
and preferences, perhaps rationality demands that as well. Nagel (1986) 
illustrates the need with reference to an example given by Hume of one 
who prefers the destruction of the world to the scratching of his fi nger. 
Such a one, Nagel argues, “may not be involved in a contradiction or in any 
false expectations, but there is something the matter with him nonethe-
less, and anyone else not in the grip of an overnarrow conception of what 
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reasoning is would regard his preference as objectively wrong” (p. 155). 
We should note that Nagel’s assessment of the imaginary person’s prefer-
ence as objectively wrong implies the existence of another set of unstated 
values that Nagel considers superior to the one expressed. The implied val-
ues in this case would probably represent a strong consensus view. 

But how do we deal with the fact that the consensus view in one 
culture may be diametrically opposed to that in another? In an age of 
hypersensitivity to political correctness, and wide endorsement of the 
idea that all values are relative, any suggestion that the values of some 
cultures should be changed is bound to invite rebuke. One must wonder 
how generally espousers of relativism with respect to values and eth-
ics are willing to apply this view. Graham (1992) asks the question in 
concrete terms: “Shall we say simply that slavery, human sacrifi ce, or 
widow-burning is wrong for us but right for them?” (p. 42).

Even within a culture, goals that are widely assumed to be worth 
pursuing may deserve critical scrutiny from time to time. Wealth, lei-
sure, and many options regarding how to spend one’s time are certainly 
among the goals that are widely accepted within western civilization as 
worthy of pursuit. What is the evidence that their attainment is satisfy-
ing? Sapolsky (2002) notes that, despite the progress that has been made 
in realizing such goals in developed countries, major depression has 
become increasingly common, and he speculates that the upward trend 
is likely to continue. Technology, he contends, is not likely to help reduce 
our stress. “We will continue to come up with inventions that save us 
time, and then, as usual, we will readjust upward our expectation of how 
much there is to get done. We will fashion more material luxuries, but 
then we will recalibrate our baseline sense of entitlement. We have our 
zillions of gadgets and our leisure-fi lled lifestyles, but often these options 
are empty ones, as we struggle to decide which breakfast cereal, plas-
tic surgeon, new-model car, or new-model spouse will be the one that 
fi nally makes us happy” (p. 116). It is not necessary to agree uncritically 
with this dour prediction to believe that even goals that have been taken 
for granted for some time may prove questionable on refl ection. 

One fi nds in the psychological literature many descriptions of 
thinking directed at the accomplishment of specifi c goals but very lit-
tle discussion of thinking critically about goals. The distinction between 
thinking in the service of goals and thinking directed at goals has not 
been made sharply by most investigators of thinking. Exceptions to this 
observation are Einhorn and Hogarth (1981a), Moser (1990) and Reyna, 
Lloyd, and Brainerd (2003). Einhorn and Hogarth distinguish between 
instrumental rationality (the effi ciency by which means secure ends) and 
moral rationality (the goodness of the ends themselves). Moser makes a 
similar distinction between the instrumentalist conception of rationality, 
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according to which rationality is taken to be “a minister without portfo-
lio,” not requiring specifi c substantive goals of its own, but consisting in 
the optimal pursuit of one’s preferred ends, whatever they happen to be, 
and the substantialist conception of rationality, according to which ratio-
nality is seen as a “minister with portfolio,” because it holds that certain 
ends are essential to it. The latter view, Moser contends, originated with 
Aristotle and held sway among Western philosophers until losing infl u-
ence with the rise of decision theory in recent times. 

These distinctions are reminiscent of one made by Horkheimer 
(1947/1974) between subjective and objective reason. Subjective reason, 
in his terms, “is essentially concerned with means and ends, with the 
adequacy of procedures for purposes more or less taken for granted and 
supposedly self-explanatory. It attaches little importance to the question 
whether the purposes as such are reasonable” (p. 3). This view of reason, 
Horkheimer claims, is prevalent in modern Western thinking, but was 
not always so. The prevailing view for a long time was that reason existed 
as a force in the world, and great philosophical systems were founded on 
an objective theory of reason. Horkheimer contends that objective and 
subjective conceptions of reason have co-existed from the beginning but 
that while the former was prevalent for many centuries, the latter is so 
today; and he leaves little doubt regarding his assessment of this change: 
“The more the concept of reason becomes emasculated, the more easily 
it lends itself to ideological manipulation and to propagation of even the 
most blatant lies” (p. 24). Subjective reason, he argues, lends itself to the 
uses of the adversaries of traditional humanitarian values as readily as 
to their defenders. In Horkheimer’s view, the reduction of reason to “a 
mere instrument” constitutes an abasement of reason the consequences 
of which can be, and already have been, dire. 

In sum, whether reason has to do with the selection or evaluation 
of goals, or merely with the devising of means to attain goals once they 
have been established, is a question about which important differences 
of opinion have been expressed. In the fi nal analysis, each of us must 
decide what he or she thinks about the matter. A rationality that does 
not consider goals in a critical and evaluative way falls short of what my 
intuition tells me rationality should be. 

Motivation

The role of motivation in reasoning has been a subject of research and 
debate for some time. One of the contexts in which the interaction of 
motivation and cognition has been of interest is that of self-serving 
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biases. Klaczynski and Fauth (1997) contend, for example, that people 
are motivated to process evidence more critically when it contradicts 
valued beliefs than when it supports them. Other investigators have 
reported similar fi ndings (Baron, 1991, 1995; Perkins, Allen, & Hafner, 
1983; Perkins, Farady, & Bushey, 1991). 

On the other hand, Kunda (1990) notes that many of the phe-
nomena that once were attributed to motivational variables have been 
reinterpreted more recently in cognitive terms; according to this inter-
pretation, conclusions that appear to be drawn only because people want 
to draw them may be drawn because they are more consistent with prior 
beliefs and expectancies. She notes too that some theorists have come 
to believe that motivational effects are mediated by cognitive processes. 
Kunda defends this view, arguing that the evidence is consistent with the 
assumption that motivation affects reasoning, but that it does so through 
cognitive strategies for accessing, constructing and evaluating beliefs. 
Cognitive processes play a major role in producing self-serving biases by 
providing the mechanisms through which motivation affects reasoning. 
The primary cognitive operation hypothesized to mediate motivational 
effects is the biased searching of memory. Evidence of various types 
converges, Kunda argues, on desired conclusions, because those knowl-
edge structures—memories, beliefs, and rules—that support them are 
accessed more readily than those that do not. 

In general, when motivation has been manipulated in a controlled 
way in experimental situations, people who have been more highly 
motivated to do well—be accurate, minimize mistakes—have done bet-
ter in terms of a variety of performance criteria than those who have 
not been so motivated (Billings & Scherer, 1988; McAllister, Mitchell, 
& Beach, 1979; Tetlock, 1983, 1985). Effects of differences in motivation 
can be mistaken for effects of differences in cognitive capacity (Küh-
berger, 2000).

One explanation of the benefi cial effect of motivation on reasoning is 
that when people are highly motivated to be accurate, they are less likely 
to terminate their searching for, or processing of, evidence prematurely 
(Kruglanski, 1980; Kruglanski & Ajzen, 1983). Another is that motivation 
for accuracy not only decreases the likelihood of premature closure, it 
also benefi cially infl uences the quality of processing that is done by elicit-
ing more effective inferential procedures (Kunda, 1987, 1990). 

Goal achievement as a criterion of rationality

The strict decision-making criteria for rationality in the form of consis-
tency and coherence . . . may not in practice be nearly as important as 
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criteria such as personal satisfaction and fulfi lment. (Schneider & Barnes, 
2003, p. 398) 

As we have already noted, sometimes behavior is considered rational to 
the extent that it helps one realize one’s goals. Clarke (1985) argues that 
the relationship between rationality and goal attainment is more com-
plex than this simple equation suggests. Consider the following argu-
ment, which he uses to make a point: 

   I want E
My doing M is suffi cient to attain E if C
C obtains              

   I ought to do M

Clarke contends that the argument is invalid, that the conclusion 
does not follow from the premises, because it is possible for the premises 
to be true and the conclusion false. “If, for example, driving my car is 
suffi cient for getting me to work, I would not be justifi ed in inferring 
that I should drive it. There may be considerations that would lead me to 
prefer the costs and benefi ts of taking the bus instead” (p. 25). More gen-
erally, rational decisions regarding what one ought to do in the pursuit 
of a particular goal would seem to require that one take into account the 
various actions that are possible, the relative costs of taking them, and 
so on. 

Many decision situations have the characteristic that by increasing 
the likelihood of attaining a desired goal one also increases the likeli-
hood of attaining a concomitant result that is not desired. This is seen 
clearly in situations that are well represented by the theory of signal 
detection, in which one can increase the probability of the desirable 
result of correctly detecting signals that are present by increasing also 
the probability of the undesirable result of incorrectly “detecting” signals 
that are not present (Green & Swets, 1966; Tanner & Swets, 1954). This 
fact is highly relevant to the evaluation of the effectiveness of diagnostic 
systems in medicine (Swets & Pickett, 1982) and numerous other con-
texts (Swets, 1988; Swets, Pickett, Whitehead, Getty, Schnur, Swets, & 
Freeman, 1979). The point is that any attempt to evaluate the rational-
ity of decisions or actions on the basis of their effectiveness in achieving 
goals should not overlook possible consequences in addition to those that 
constitute goal attainment, narrowly construed.

The problem of hidden costs in decision making is well documented, 
as is that of the ubiquity of unanticipated tradeoffs. Sowell (1995) pro-
vides many socially signifi cant examples. Again the point is that the use 
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of goal attainment as a yardstick against which to measure the rational-
ity of decisions or actions is trickier than it may appear, and an assess-
ment that ignores hidden costs and tradeoffs can easily yield conclusions 
that are unlikely to stand scrutiny. 

Finally, in keeping with the foregoing discussion, rationality would 
seem to dictate also consideration of the reasonableness of the goals 
themselves and of the question of whether they perhaps would best be 
changed. Again, Graham (1992) provides an illustration of the point. 
“Why would it be more rational for me to work for the money to pay 
for meals in more expensive restaurants than educate myself to become 
more conscious of the fl avors of fruit, yogurt, and wholemeal bread?” (p. 
281). 

Values

Cognition is replete with valuations and decisions of all kinds. Its ratio-
nality is expressed precisely in the manner in which these valuations are 
made and these decisions are reached. (Albert, 1985, p. 84) 

When we think of the uses of evidence in the abstract, our natural incli-
nation is to focus on truth determination as the primary, if not the only, 
purpose for which evidence is considered. The assumption is that we use 
evidence in order to maximize our chances of drawing conclusions that 
are true. But unless the evidence one is evaluating is suffi ciently strong 
to establish truth or falsity with certainty, there is always the possibil-
ity of drawing a wrong conclusion, and one may be more desirous of 
avoiding some types of errors than others. One may decide in favor of a 
particular conclusion, say A, even though the evidence indicates that a 
different conclusion, B, is more likely to be correct, because one would 
rather make the error of concluding A when B holds than that of con-
cluding B when A is true. The rule that unless the guilt of a defendant 
in a criminal trial is proved beyond a reasonable doubt, the jury must 
acquit, illustrates the point. It refl ects a value system that considers the 
erroneous conviction of an innocent person to be a more objectionable 
failure of justice than the erroneous acquittal of a guilty one. 

There are many ways in which values may infl uence the uses that 
are made of evidence. We may require more counterindicative evidence 
to give up or revise beliefs that we value than to give up or revise beliefs 
that are of little importance to us. The value one places on protecting 
one’s self image may infl uence one’s treatment of evidence that relates 
to it. The value one attaches to knowing the answer to a particular ques-

□
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tion is likely to help determine how much time and effort one is willing 
to devote to fi nding it. 

The principle of maximization of expected utility—the fi rst prin-
ciple of rationality for some theorists—takes utility, or one’s value sys-
tem, as given. This permits us to judge the rationality of behavior within, 
or relative to, a given utility set; but what about the value system itself? 
Does it make sense to say that one value system is more rational than 
another? And, if so, by what criteria do we judge the rationality of such 
systems?

Can questions of values be debated on rational grounds? Should 
rationality itself be seen as a value? Does the desire to be rational not pre-
suppose a certain value system, and in particular a system that attaches 
great importance to reason? Is it not the case, as Edney (1980) suggests, 
that rationality is sometimes defi ned in terms of what is sensible and 
good, which is to say in value-laden terms?

Values and the representation of opposed views

Presumably most parents want their children to become independent 
responsible adults capable of making their own decisions and determin-
ing for themselves what they will believe. At the same time, again pre-
sumably, they wish to instill in them certain attitudes, values, and beliefs 
that they themselves have come to view as correct and important. In 
other words, one wants to teach a child to respect honest differences of 
opinion and to safeguard the right of all persons to their own beliefs; on 
the other hand, if one believes that there are certain beliefs and prin-
ciples that are worth dying for, one can hardly be expected to take a 
laissez-faire attitude toward views that directly oppose them. I confess to 
being unable to understand how any parents can be indifferent to what 
their children believe or value or to the attitudes they develop toward 
their own lives, toward other people, or toward the world in which they 
live. 

Parents (as well as teachers, preachers, and others in a position to 
infl uence the formation of people’s values) often attempt to present a 
spectrum of views on questions of value so children, students, parish-
ioners will be able to judge their own beliefs on their merits relative to 
alternative beliefs that could be held. The fact is, however, that none of 
us is very good at representing fairly views that we ourselves do not hold. 
When we attempt to explain how our own values relate to others that 
are inconsistent with them, we cannot be expected to do justice to the 
latter. What does intellectual honesty require of us in view of this fact? 
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How do we treat opposing beliefs and values honestly when we are not 
indifferent to what our children, and others as well, come to believe and 
to hold dear? 

One possibility is to opt for indoctrination. This means presenting 
in the most favorable light possible the view that one wishes others to 
adopt, magnifying its strengths and ignoring its weaknesses. It means 
presenting caricatures of opposing views—representations of those views 
that emphasize or exaggerate aspects of them that can be criticized most 
easily—and then, of course, showing systematically the superiority of 
one’s favored view to these caricatures. This is the straw man approach, 
widely honored in practice if not in word. The dishonesty of this approach 
aside, the risk in it is that later, when those who have been indoctrinated 
come in contact with people who hold the caricaturized views, they may 
discover the difference between the caricatures and the real things, and 
the arguments that were telling against the former may be ineffective 
against the latter. 

Another possibility is to make an effort to present opposing views 
as honestly and as objectively as possible, recognizing and acknowledg-
ing one’s limitations in this regard. One can and should also, I believe, 
point out why one considers one’s own views to be worthy of being held. 
To present honestly views that one does not hold does not require pre-
senting them sympathetically; it requires only that one not intentionally 
withhold or distort what one believes to be the facts. It requires also, 
however, the realization and acknowledgement that one’s assessment of 
opposing views is very likely to be biased by virtue of the fact that they 
are opposing views.

Value-free or valueless

One myth that needs to be exploded is the idea that there is such a thing 
as a value-free approach to any nontrivial aspect of life. Sometimes peo-
ple speak of a value-free approach to education, or of science being value 
free, or of the possibility of avoiding the necessity of value judgments in 
one’s dealing with controversial issues. But avoiding making value judg-
ments is not possible, and any serious attempt to do so quickly mires one 
in self contradiction and paradox. Insistence that science should be value 
free, for example, refl ects a value judgment. Espousal of the scientifi c 
method as an effective means of acquiring useful knowledge about the 
world makes little sense unless some value is attached to the acquisition 
of such knowledge. The idea that education can or should be value-free 
or value-neutral is self-contradictory; acceptance of it would not make 
education value-free but valueless.
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Even such an apparently objective and abstract subject as deduc-
tive logic is not value-free. Lewis (1990) makes this point. “Deductive 
logic is fi rst of all a way of thinking, believing, and knowing; second, a 
way of thinking, believing and knowing about values; third, a dominant 
value in itself (when we place more emphasis on logic than on authority 
or some other mode of reasoning, we are making a crucial value judg-
ment), one that precedes and colors all the other value judgments that we 
make” (p. 38). The idea that it is better to be logical than to be illogical is 
a value judgment. The attachment of importance to logical consistency 
rests upon this judgment; logic has no force to one for whom consistency 
has no worth. As Lewis also points out, discussions of the idea of value 
itself, even when an effort is made to keep them as fair and objective as 
possible, are unlikely to be free of bias and subjectivity. 

One must have values. The determination that one must make, 
explicitly or implicitly, is what values one will have. In my view, ratio-
nality requires that we be open about this. That means attempting to 
understand and being willing to acknowledge what our values are; per-
haps it means putting effort into the discovery of what they are (March, 
1972). It means too being willing to refl ect on them, to expose them 
to criticism, and to modify them when convinced that they should be 
modifi ed. As to the basis on which we should be convinced of the need 
of modifi cation, we are again thrown back on intuition. 

Hard decisions

Many of the decisions that must be made, explicitly or implicitly, by soci-
ety or by individuals, involve weighing costs and benefi ts, and this can 
only be done within the framework of some value system. Some of these 
decisions are very diffi cult, requiring forced choices among unattractive 
alternatives. The problem of resource allocation arises, for example, in 
the medical context with respect to especially expensive equipment and 
procedures, such as those involved in bone marrow and organ transplan-
tation, long-term kidney dialysis, coronary artery surgery, and imaging 
with high-cost systems. How does society cope rationally with its inabil-
ity to meet all the demands that are placed on such resources? If ration-
ing in some form is required, how does it decide the conditions under 
which an individual will or will not receive a specifi c type of medical 
care?

Rationing, in this context, is a powerfully negative concept, to 
many a morally offensive one; we cannot escape the fact, however, that 
whenever the demands for medical services exceed what a society can 
supply, something tantamount to rationing occurs, although it may not 

RT94878_C005.indd   185RT94878_C005.indd   185 10/4/2007   4:11:30 PM10/4/2007   4:11:30 PM



186 Aspects of Rationality

be called by that name, or even recognized as such. And the situation, 
even in the most technologically advanced countries, is that the medical 
system is unable to meet all the demands placed upon it. Consequently 
choices, explicit or implicit, as to who will receive a specifi c service and 
who will not are a constant fact of life. How those choices are made 
should be a matter of concern. There is little evidence that they are made 
in a completely rational or even consistent way.

A problem closely related to that of the allocation of limited medical 
resources is the question of the appropriate uses of biotechnology, such 
as genetic testing. The rapidly increasing ability to determine through 
genetic testing whether a given individual is more of less likely to suf-
fer, at some point, from a disease or disability that is at least in part of 
genetic origin—Huntington’s chorea, Alzheimer’s dementia, colon can-
cer—is forcing consideration of some very diffi cult questions (Rennie, 
1994). When such information is available, who should be given access 
to it—individuals at risk, their spouses, other members of their families, 
employers, potential employers, insurers, prospective insurers? And who 
should answer this question? As diffi cult as this problem is, it shrinks in 
signifi cance compared to the related, but not quite so immediate, ques-
tion of the implications of suffi cient knowledge of genetic engineering to 
make feasible a signifi cant degree of genetic customizing of yet unborn 
children. 

While there are likely to be many different opinions regarding the 
specifi c criteria on which decisions on such matters should be based, I 
suspect that many people will agree that they should be relatively objec-
tive and that personal feelings and emotions should play little, if any, 
role. But is it reasonable to expect that feelings and emotions can be 
disregarded in these situations? And why do we even wish that they 
could be? Would their suppression mean that the resulting decisions 
would be more humane? There is at least suggestive evidence that this 
would not be the case in the fact that physicians fi nd it easier to decide 
against providing medical care to a patient on the basis of low priority 
or limited resources if they do not have to face the patient personally 
with that decision (Schwartz & Aaron, 1984/1988). Perhaps it is the case, 
as Ehrenfeld (1981) argues, that “dispensing with emotion because it is 
not rational is like rejecting one’s lungs because they do not formulate 
thoughts” (p. 154).

Cost-benefi t analyses can lead to decisions regarding medical treat-
ment that are different from those that would be produced by clinical 
considerations alone (Boyle, Torrance, Sinclair, & Horwood, 1983/1988). 
It does not follow that decisions indicated by cost-benefi t analyses are the 
ones that should be taken. Sometimes society may be willing to subsidize 
treatment in a situation in which the cost outweighs the benefi t, at least 
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from some perspective. In such cases a broadening of the concepts of cost 
and benefi t to include such subjective factors as the value to society of 
perceiving itself as caring and humane, or the importance it attaches to 
certain ethical principles or ideals, could have the effect of making the 
benefi ts, thus redefi ned, outweigh the costs. 

More generally, any cost-benefi t analysis is done within some spe-
cifi c frame of reference, although the frame in which it is done may not 
be made explicit. A question can always be raised as to the appropriate-
ness of the frame. If only short-term or local costs and benefi ts are con-
sidered, for example, it is reasonable to ask whether longer-term or more 
global factors should also be considered. Or if certain relevant categories 
of costs or benefi ts are omitted from the equation, perhaps because they 
are diffi cult to quantify, one may question the adequacy of an analysis 
that does not include them.

The relevance of these issues to societal decision making are 
nowhere more apparent than in the context of the problem of detrimen-
tal environmental change. The costs incurred by industries in producing 
material goods and those that are passed on to consumers who purchase 
those goods tend to be short-term costs only. Little attempt has yet been 
made to factor into the equation costs that may be borne by future gen-
erations that will have to deal with, say, depleted resources or the con-
tamination of soil, water or the atmosphere from the processes involved 
in production. In considering cost-benefi t relationships, it is very easy to 
discount or ignore costs that will have to be paid by generations other 
than one’s own.

There is an unquestioned need for better ways to quantify both 
the costs—including lost-opportunity costs—and the benefi ts of spe-
cifi c environmental measures, and the needed techniques must take 
into account trade-offs involving diffi cult value judgments (Hammond & 
Coppock, 1990). The need is illustrated by an attempt by Krupnick and 
Portney (1991) to do a cost-benefi t assessment of controls proposed for 
improving air quality, especially in the Los Angeles area, by decreasing 
the concentration of tropospheric ozone and particulates. The investiga-
tors concluded that the expected costs of the proposed controls would 
probably exceed their benefi ts, and the publication of this conclusion 
evoked objections both regarding the benefi ts mentioned (or overlooked) 
and the monetary values assigned to them (Chapman, 1991; Friedman, 
1991; Lents, 1991; Lippert & Morris, 1991). 

How does one assess the value of emotional or restorative benefi ts 
that people realize from recreational uses of wilderness areas (Kaplan 
& Talbot, 1983; Rossman & Ulehla, 1977; Shafer & Mietz, 1969) or to 
the contributions that are made to physical and mental health by trees, 
nature parks, and plants (Gold, 1977; Kaplan, 1983) and by birds and 
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other wildlife (Hounsome, 1979) in urban areas? Efforts to incorporate 
quality-of-life assessments in economic evaluations have been made, but 
there is not a high degree of consensus as to how this should be done 
(Drummond, 1987/1988). People do not all attach the same value to 
any given aspect of the environment (Fischhoff, 1991; Pearce & Turner, 
1990); moreover different people can value the same aspect for different, 
and sometimes confl icting, reasons (to wit sailors vs. power boaters, raf-
ters vs. fi shermen, snowmobilers vs. skiers).

The quantifi cation of costs and benefi ts is especially diffi cult and 
controversial when it requires the attachment of numerical worth to 
human life, health or well-being. If one does a cost-benefi t analysis as 
part of a process to decide whether a hospital system should acquire 
more dialysis machines, the cost part of this equation is straightforward, 
and it causes us little diffi culty even when it is expressed in terms of cost 
per year of prolonged life (Ludbrook, 1981). But many of us are likely 
to fi nd it intuitively less easy to assign a monetary value to those years, 
or even to think in those terms. Russell (1990) speaks of the “almost 
visceral reaction against the open consideration of any trade-off regard-
ing human health and the environment [that he encountered within 
the EPA], even though such trade-offs are implicit in every decision” (p. 
17). 

The diffi culty of the problem of assessing costs and benefi ts of vari-
ous policies and practices that affect the environment is exacerbated by 
the fact that how things look depends on one’s vantage point. Much 
depends not only on whether one takes a short- or long-term view, but 
also on whether one considers local or global effects, and in the former 
case, which local area is involved. The problem is illustrated by the ongo-
ing debates in the international arena regarding the extent to which the 
emission of greenhouse gases should be limited in developing countries 
and who should bear the costs of any imposed limitations. According to 
one view, industrialized countries should bear most of these costs because 
these countries have contributed more than their fair per-capita share to 
the creation of the problem and have reaped the benefi ts of industrializa-
tion. Opinions differ as to how to translate this principle into numbers. 
Moreover, different countries can be expected to attach different values 
to the same benefi t, depending on their stage of economic development 
and standard of living (Bhagwati, 1993).

Diffi culties in quantifying costs and benefi ts arise too in the con-
text of the decisions with which individuals are often faced. Sometimes 
quantitative values that cannot be expressed directly by people who have 
to make the decisions can be inferred, within limits, from the choices 
they make, as, for example when medical patients express a preference 
for a treatment with a high probability of improving their condition for 
a short time over a treatment that has the possibility of a longer-term 
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effect, or more dramatic improvement but a smaller probability of pro-
viding it (Eraker & Sox, 1981; McNeil, Weichselbaum, & Pauker, 1978). 

One view of what constitutes rational behavior with respect to cost-
benefi t analyses is that one should behave in such a way as to maximize 
the positive difference between benefi ts and costs, which is to say one 
should strive to get the most benefi t for the least cost. But this is helpful 
only in the abstract. The really diffi cult part of the problem is determin-
ing what the benefi ts and costs are, and this requires the making of value 
judgments on which people often fi nd it diffi cult to agree. The problem is 
further complicated by the fact that the people who realize the benefi ts 
from goods and services are not always those who pay the costs of their 
production and use, but this also helps establish the importance of doing 
such analyses. Without a reasonably accurate understanding of what the 
actual total benefi ts and costs are, and of who receives or bears them, it 
is hard to see what could provide a rational basis for deciding whether 
specifi c goods and services are desirable and from whose point of view 
they may or may not be so. 

MacLean (1990) argues that, at least in the case of the assumed 
benefi ts on which environmental preservation programs are focused, the 
issue underlying their quantifi cation is not strictly economic in nature, 
but philosophical. It is, he contends, a subject of ethics. “The appropri-
ateness of discounting the value of future lives, the application of ben-
efi t-cost analysis as a method of setting environmental policies more 
generally, and other issues that remain central and contentious in the 
environmental policy arena are essentially moral disputes” (p. 85). Hard 
decisions are often like that. Again we fi nd ourselves pushed back to 
fairly basic intuitions, in this case to fundamental convictions about the 
nature of right and wrong. 

Rationality, morality and ethics 

The key notions of epistemology are normative through and through. “Jus-
tifi cation,” “warrant,” “rationality,” and the like are all matters of what 
one ought or ought not to believe. (Lycan, 1988, p. 128)

What is the relationship between rationality and morality, or ethics? Can 
either topic be treated independently of the other? Are despotic tyrants 
irrational, or just evil? Is it possible to be evil without being irrational? 
Can one be ethical without being rational? Rational without being eth-
ical? Does one have a moral obligation to reason well? Or at least to 
attempt to do so?
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Many people, the writer among them, see as essential to a meaning-
ful concept of morality the assumption that, as individuals, we are free 
agents—which is to say that our belief that we have the ability to make 
choices is not an illusion and that the choices we make are not predeter-
mined by the laws of physics. This is only an assumption, of course, and 
hardly provable, but without it the idea of moral responsibility makes 
little sense. Indeed, without it, it is hard to imagine any connotation that 
could be given to rationality that would be interesting. I fi nd compelling 
Polkinghorne’s (1991) argument that the denial of human freedom is 
incoherent, because it destroys rationality. 

Rationality has to do with the question of how we ought to think. 
How we should treat evidence, how we should form and evaluate beliefs 
and opinions, the ways in which we should reason from premises to con-
clusions, are seen not as matters of taste and individual preference but 
as matters of obligation. The assumption is that there are certain rules 
or principles, not always easily articulated, that have the force of moral 
imperatives. That is to say there are right ways to reason and wrong ways 
to reason and we have an obligation to try to do it right. 

Of course, this assumption can be challenged. Why should we feel 
an obligation to try to reason well? And if one recognizes some such 
obligation, are there limits to the claims of rationality upon us? To what 
extent should we strive to be rational? Are there situations in which 
rationality should not be the goal? Jungermann (1980) notes that there 
may be situations in which people feel the application of a rational tech-
nique for decision-making is inappropriate. Deciding whether to marry a 
particular person, for example, may be viewed as a decision problem that 
is appropriately resolved emotionally. The very thought of using a ratio-
nal decision aid in such a context would appear to many to be cold and 
unfeeling, not to say dehumanizing, however strong a case one might 
make for it on logical grounds. On the other hand, few people would 
urge, I assume, that one should try hard in such situations to behave in 
an irrational, as distinct from an arational, way.

In his account of the concepts of justice and rationality in Homeric 
and post-Homeric Greece, MacIntyre (1988) notes that good practical 
reasoning, as represented in the Homeric poems, requires certain virtues 
in those who exhibit it. Practical reasoning arises from someone ask-
ing the question “what am I to do?” Knowing what is required of one is 
knowing one’s role within a universe structured in terms of hierarchi-
cally ordered social rules. 

A distinction that MacIntyre fi nds useful is between goods of excel-
lence and goods of effectiveness. These are not presented as mutually 
exclusive goods; indeed the successful pursuit of goods of one type often 
requires obtaining, at least to some degree, goods of the other type. How-
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ever, it is possible for an individual or group to subordinate the one kind 
of good to the other; Thucydides, for example, subordinated the goods of 
excellence to the goods of effectiveness, whereas Plato did the reverse. 
To Aristotle, virtue was fundamental to rationality; one could not make 
rational judgments and act in a rational way unless one had become a vir-
tuous person: “To be uneducated in the virtues is precisely to be unable 
as yet to judge rightly what is good or best for one’s self” (MacIntyre, 
1988, p. 109). This idea is not at odds with the view that rationality is 
consistency with self interest; Aristotle simply says that without virtue 
one cannot understand what one’s self-interest is. 

Nagel (1986) notes that the claim that what is moral must be ratio-
nal can have more than one meaning. It can mean that to be immoral is 
always irrational, or that to be moral is never irrational, the latter inter-
pretation being weaker than the fi rst. He argues that there are three 
possibilities regarding the rationality of a contemplated action: “Either 
the reasons against may be decisive enough so that the act would be irra-
tional; or the reasons for may be decisive enough so that the act is ratio-
nally required; or there may be enough reasons both for and against so 
that although the act is not rationally required, it would not be irrational 
either—in other words, it would be rational in the weak sense: rationally 
acceptable” (p. 200). Nagel confesses to being strongly inclined to the 
view that morality must be rational at least in the weak sense, which is 
to say not irrational, but to prefer to be able to subscribe to a theory that 
showed it to be rational in a strong sense. 

Calne (1999) sees a connection between rationality and morality in 
the need for communities to act in certain ways that are consistent with 
their survival. “The evidence suggests that morality is a coherent system 
of rational guidelines on how communities have to operate if they are 
to survive in an environment with limited resources. . . A rational back-
bone to morality (in the same sense that science has a rational backbone) 
becomes plausible if we recognize that ethics are not just a supercode of 
idealized answers to theoretical questions of what is good or bad. They 
have a very practical biological purpose, namely to reconcile the needs of 
society with those of the individual—and reconciliation is a necessary condi-
tion for the survival of our species” (pp. 82, 83). Reason tells us, Calne 
argues, that if a community is to prosper, it must have a code of ethics 
that encourages individual behavior that promotes the common good. A 
major challenge to the development of an ethical code that accomplishes 
this is that of recognizing the need for both competition and cooperation 
and for a balance between them.

Calne argues too, however, that although reason has played a cen-
tral role in the development of ethical values, it is morally neutral in the 
sense that it is used to advantage by those who violate those values as 
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well as by those who honor them. Criminals use reason to plead their 
case when caught—to attribute their criminal behavior to mitigating 
circumstances—while, on the other hand, society uses reason to jus-
tify holding people responsible for their actions. He might have pointed 
out also that criminals use reason not only to attempt to explain away 
crimes after having been caught, but to plot them in the fi rst place; and 
it is at least a plausible hypothesis that the higher the quality of the rea-
soning used in planning, the higher the probability that the crime goes 
unsolved, or even undetected. 

The objective of reconciling the needs of the community with those 
of the individuals who comprise it assumes the identifi ability of both 
types of needs, which, in turn, requires that it is possible to distinguish 
between needs and desires. This is assuredly easier said than done. Adler 
(1981) makes a fairly sharp distinction, arguing that while everyone has 
the same human needs, individuals differ with regard to their wants. 
The difference between needs and wants is seen in the fact that the claim 
that one needs X is contestable—its truth can be evaluated objectively—
whereas the claim that one wants X is not contestable—one wants what 
one wants. It is the affi rmation of common natural needs—the means of 
subsistence, health, knowledge—not wants, Adler contends, that under-
lies the affi rmation of natural rights. Adler argues too that we ought 
not to want what we do not need if that interferes with wanting and 
acquiring what we do need. The principle would be more compelling, in 
my view, if it were not for the fact that needs vary in degree, as Maslow 
(1954) has so effectively pointed out, making the line between needs and 
wants fuzzy. This is not to deny that some needs (food, shelter) will be 
widely recognized as needs, while some wants (a yacht, caviar) will be 
recognized by most people as less than essential. 

It is also the case that what are considered to be needs by individu-
als may depend strongly on the social environment in which they exist. 
Many of the amenities of life that would be considered as luxuries in the 
poorer parts of the world (central heating, air conditioning, television) 
are seen as essential in the more affl uent societies. And even within the 
same country, what one believes one needs is likely to depend on the life-
style to which one has become accustomed.

Some people have worried that, as a species, we have advanced intel-
lectually faster and farther than we have advanced morally. As evidence 
they contrast the remarkable technological achievements of the last few 
centuries, including the impressive array of weapons of mass destruction 
that have been developed, with the almost total failure to improve our 
ability to get along with each other. Barrow (1998), among others, notes 
the plausibility of the speculation that a technological society is unlikely 
to progress much beyond the point at which it has the means to destroy 
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itself. This concern is heightened by the apparent disparity between the 
phenomenal rate of development of fundamental knowledge in the phys-
ical and biological sciences that can be used for world altering applica-
tions and the lack of progress in understanding how to ensure that the 
power of technology be used only for constructive ends. 

The human brain differs from the brain of higher primates much 
more in its development of the cerebral cortex than in that of the organ’s 
lower strata. Von Bertalanffy (1967) suggests that human evolution has 
been almost exclusively on the intellectual, as opposed to the instinc-
tual, side. “The ten billion neurons of the cortex made possible the 
progress from stone axes to airplanes and atomic bombs, and from primi-
tive mythology to quantum theory. However, there is no correspond-
ing development on the instinctual side. For this reason, man’s moral 
instincts have hardly improved over those of the chimpanzee” (p. 24). It 
is interesting that von Bertalanffy associates ethics with instinct, as dis-
tinct from intellect. I argue in this book that rationality rests ultimately 
on human intuitions regarding fundamental laws of inference and the 
uses of evidence. In this regard, therefore, I see a commonality and not a 
difference. A sense of fairness and justice and a distinction between right 
and wrong appear to be universal among human beings as does recogni-
tion that some inferences are valid and others are not, although in both 
cases, societies may differ with respect to particulars. 

Reasoning about ethics

To arrive at certain ultimate standards, by which all else can be evaluated, 
is the cardinal problem of refl ection in ethics. It is a problem which every 
one, who participates in social life, must solve in some fashion, well or ill. 
(Columbia Associates in Philosophy, 1923, p. 302) 

Whether or not there is a deep relationship between rationality and eth-
ics, we can certainly reason about ethics, as attested by the writings of 
many philosophers from both ancient and modern times (e.g., Aristotle, 
350 BC/2004; Bentham, 1789/1939; Gay, 1731/1939; Hare, 1981; Nagel, 
1986; Rawls, 1971). And many of the situations that tax our reasoning 
ability most involve ethical issues. Most of us espouse a variety of ethi-
cal principles. One might argue that it is a requirement of rationality 
that one not espouse principles in an unthinking way, that one not, for 
example, accept a principle without refl ection simply on the strength of 
the fact that it is espoused by one’s peers, or even by one’s betters.

RT94878_C005.indd   193RT94878_C005.indd   193 10/4/2007   4:11:32 PM10/4/2007   4:11:32 PM



194 Aspects of Rationality

Another requirement of rationality might arguably be that one not 
intentionally espouse principles that are mutually contradictory, that 
internal consistency is a desirable property of one’s beliefs about eth-
ics, as well as all other beliefs. This is not to suggest that rational people 
will never fi nd themselves in situations in which the implications of one 
ethical principle seem to confl ict with those of another. One may believe, 
for example, that the intentional infl iction of physical harm on another 
human being is generally bad, while believing at the same time that 
one has a right and obligation to protect one’s self and one’s family from 
harm infl icted by others. If one embraces both of these principles, one 
may fi nd oneself in a situation in which they cannot be honored simul-
taneously, and one must be given precedence over the other, perhaps by 
appeal to a more general principle that subsumes them both. 

Even very general principles or goals that are widely recognized as 
desirable can sometimes come in confl ict. Liberty, equality and justice, 
for example, are generally recognized as goals toward which enlightened 
societies should strive. And, for the most part, these goals are seen as 
compatible and even mutually reinforcing. But they can come in confl ict 
in specifi c instances, and when they do, one or the other must take pre-
cedence. Adler (1981) argues that ultimately justice trumps liberty and 
equality. “No society can be too just; no individual can act more justly 
than is good for him or for his fellowmen” (p. 137). The same cannot be 
said, he argues, for liberty and equality. But what constitutes justice in 
specifi c contexts can be a matter of debate; and as St. James reminds us 
to our comfort, justice can be overridden by mercy (New English Bible, 
James 2:13).

One of the paradoxes of technological progress is the fact that as our 
ability to control various aspects of the world increases we fi nd ourselves 
more and more often faced with the necessity of making decisions that 
we are not well prepared to make. These decisions often require value 
judgments involving the trading of one desirable objective for another, 
or containment of one undesirable event at the cost of failing to con-
tain another. The history of war provides countless examples of decisions 
known in advance to result in many human deaths that were taken with 
the intention of preventing even more costly eventualities. 

Advances in medical science have provided the means for sustain-
ing life under conditions in which it is not clear that it should be sus-
tained. More and more frequently, doctors and others are forced to decide 
whether to continue the life of a patient or to withdraw life-sustaining 
treatment and to permit the patient to die naturally. Such decisions can 
never be easy; in some instances they are exceedingly diffi cult, as is evi-
denced by the court proceedings they often prompt.
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Medical science today also is increasingly able to provide informa-
tion, or at least clues concerning the probable health of an unborn child. 
As a consequence, it has passed to expectant parents a responsibility that 
they once did not have the option of assuming, namely, that of deciding 
whether to continue or terminate the pregnancy. The societal turmoil 
that has been caused by differences of opinion as to the ethical or moral 
implications of such decisions needs no elaboration. Closely related are 
questions pertaining to genetic engineering and what the limits of this 
rapidly developing technology should be. Wilson (1999) asks starkly: 
“How much should people be allowed to mutate themselves and their 
descendants?” (p. 302). This question seems certain to become increas-
ingly pressing. 

How does one reason rationally about ethics? Can one resolve ethi-
cal dilemmas by rational argumentation? If the answer is no, then how 
is one to deal with these problems? By appealing to ethical principles? 
But how is one to decide which of the many possible ethical principles 
that might be applied in any case should be followed? And on what basis, 
if not rational argument, can one hope to justify one’s choice? Accord-
ing to one view, while refl ection on morals may never lead to general 
agreement on what the fundamental standards should be, refl ection can 
at least make us cognizant of ideals different from our own (Columbia 
Associates in Philosophy, 1923); presumably this would be a good thing, 
because it could lead us either to modify our own views or give them a 
better informed foundation. 

Harsanyi (1953, 1975a, 1975b) contends that ethics should be con-
sidered a branch of the general theory of rational behavior and that ratio-
nal moral value judgments involve acting so as to maximize the average 
expected utility of all members of society. Ethics, in his view, is to the 
interests of society as a whole what game theory is to the interests of indi-
viduals. This is a modern version of the principle of “the greatest good for 
the greatest number,” championed by the early 18th- and 19th-century 
British utilitarian philosophers, notably John Gay, Jeremy Bentham, and 
James Mill (see especially Bentham, 1789/1939). Bentham attempted to 
provide the rationale for a quantitative approach to ethics, based on the 
assumption that all behavior is motivated, and should be motivated, by 
the desire to obtain pleasure and avoid pain. A relatively recent para-
phrase of the greatest-good principle—“the right thing to do is what 
will maximize the total satisfaction of the preferences of all the parties 
affected”—has been called preference utilitarianism (Nagel, 1995, p. 158). 
Nagel makes a case for an alternative principle of morality that does not 
give equal weight to everybody’s preferences, but that gives priority to 
those of individuals most in need of help over those who are better off. 
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Bentham’s hedonistic calculus or moral arithmetic had many critics 
among his contemporaries. John Stuart Mill, who defended it, in a 
fashion, saw its exclusive focus on quantity of pleasure and pain and its 
failure to recognize the importance of different qualities of experience 
as a serious weakness. The idea that the appropriate goal of behavior 
is the maximization of subjective expected utility, personal or corpo-
rate—the modern version of Bentham’s calculus—has its fair share of 
detractors, and adherents, as well. The point on which I want to end 
this discussion of rationality and ethics is that ethics is an appropri-
ate subject about which to reason, even if the reasoning leads to the 
conclusion, as it sometimes has, that universally applicable principles 
of ethics are not to be found (Williams, 1985). On the other hand, the 
view that ethics are at least consistent with reason, if not derivative 
from it, is seen, as C. S. Lewis (1947) has pointed out, in the common 
practice of asking people to “be reasonable” when urging them to do 
right. If the ability to reason does not set human beings apart from 
other species, the ability to reason about matters of ethics is among the 
better candidates for doing so. 

Affect

[T]he mind is more than a thinking machine; it is also a feeling machine. 
(Kosslyn, 1995, p. 91)

Reasoning always occurs in a context, and is bound to be infl uenced by 
that context. Albert (1985) expresses this idea in what he calls “the thesis 
of the nonexistence of ‘pure reason’—that is, thought which is essentially 
free from all vital motivational and social infl uences” (p. 116). An impor-
tant aspect of any context is its affective character. Who can doubt that 
the quality of one’s reason can be infl uenced by one’s emotional state or 
mood? Whether one is joyful or depressed, stressed or relaxed, angry or 
at peace with the world. 

Most of us are well aware from experience, I suspect, that it is easier 
to approach a problem logically when one is unemotional and at ease 
than when one is angry or distraught. How many of us, when engaged 
in a heated argument, are as highly motivated to be rational as we are to 
win the dispute? Much has been written on the question of how affect of 
various sorts infl uences reasoning, and a considerable amount of empiri-
cal research has been done on the topic. 

□
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Emotion

I suggest . . . that certain aspects of the process of emotion and feeling are 
indispensable for rationality. (Damasio, 1994, p. xii)

Generally, emotion is seen as antithetical to rationality. We tend to mis-
trust our judgment, for example, pertaining to matters in which we have 
a strong emotional involvement. No court would permit a jury to include 
close relatives or friends of the individual on trial. One’s reaction to a 
situation may be described as irrational because of its apparent emotional 
content. A person who is emotionally upset is said to lack objectivity 
and is believed to be likely to view a situation in a distorted way. And 
who would dispute the claim that emotion often easily trumps reason in 
disputes?

Many philosophers have seen the relationship between emotion 
and reason as one of a continual struggle for control; Descartes’s view 
that rationality requires that the passions be held in check by reason is 
representative. J. S. Mill (1892/1995) considered it “a psychological law, 
deducible from the most general laws of the mental constitution of man, 
that any strong passion renders us credulous as to the existence of objects 
suitable to excite it” (p. 87).

This perspective is not greatly different from that held by many 
psychologists. Emotional arousal is seen as an impediment to rational 
thinking, the greater the arousal the greater the impediment (Epstein, 
1994). Toda (1980) suggests that emotions form a system that serves 
the purposes of decision making in primitive and wild environments. 
In his view, emotions predate cognition in general, and with modern 
human beings, emotional and cognitive factors often confl ict in decision 
situations. 

Emotions need not be extreme in order to affect decision mak-
ing and action. Weissman (1996) points out how what he refers to as 
“ecosentimentalism,” an overly sentimental view of nature and the past, 
can affect policy making in signifi cant ways. “Not until the ecosentimen-
talists of our own day favored Bambi over venison, not until tick-bearing 
deer roamed every back yard from Falmouth to New Haven, did we have 
to undo the mischief of sentiment to battle the spirochete of Lyme dis-
ease. At the end of the twentieth century, rabies, tuberculosis, Lyme dis-
ease, and Hanta virus—not to speak of AIDS—are not due to industrial 
pollution but to a misguided choice of sentiment over reason” (p. 488). 

Decision making can have emotional consequences, and the antic-
ipation of these consequences can affect the decision-making process. 
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People sometimes may intentionally avoid choosing between decision 
alternatives and prefer to have someone else make a choice for them so 
they will not have to suffer regret if the decision turns out badly (Thaler, 
1980). 

The foregoing comments have stressed the fact that emotions can 
affect reasoning in deleterious ways. And, indeed, most of the research 
relating to the effects of emotion on reasoning, or thinking more gener-
ally, has tended to emphasize the negative impact that emotional factors 
can have—the ways in which emotion can undermine rationality. There 
is another side to the story, however. There is also good evidence that 
emotion is essential to rationality, at least insofar as rationality is seen to 
involve the ability to function effectively according to prevailing social 
norms. Although he notes that emotional and cognitive factors often 
confl ict in decision making, Toda (1980), argues the necessity of emotion 
and points out that without it utilities could hardly exist.

The view that emotion is essential to rationality has been articu-
lated recently by Damasio (1994), who reviews evidence—starting with 
the famous case of Phineas Gage—that damage to the prefrontal lobes of 
the brain, and other sites, often results in affective changes that, although 
not accompanied by the type of intellectual defi cit that would be regis-
tered by standard intelligence tests, tend to be associated with a decrease 
in the ability to function in a rational and socially responsible way. The 
ability to experience normal emotions and feelings, Damasio argues, is 
essential to normalcy in reasoning, and often localized brain trauma that 
affects normalcy in the one sense does so in the other as well. It is the 
action of biological drives, body states, and emotions, Damasio surmises, 
that provides a foundation for rationality.

Studies of the role of emotions in thinking, some involving com-
parison of performance of people with prefrontal damage with that of 
normals on probabilistic learning tasks, have led to the idea that learn-
ing takes place simultaneously on two parallel tracks, one of which is 
largely subconscious and based on emotional responses and the other of 
which is conscious and based on overt recall of pertinent situational facts 
(Bechara, Damasio, Damasio, & Anderson, 1994; Bechara, Damasio, 
Tranel, & Damasio, 1997; Bechara, Tranel, Damasio, & Damasio, 1996). 
In the most recent of these studies, participants without prefrontal dam-
age, but not those with such damage, gave evidence of reacting emotion-
ally (skin conductance responses) to relatively risky choices before they 
had learned to distinguish overtly the riskier choices from the less risky 
ones. 

In the ultimatum game, which is sometimes used to study certain 
aspects of decision making under uncertainty, one of two players (the 
proposer) is given an amount of money, say $100, with the challenge 
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to divide the money with another player (the responder) in such a way 
that the other player is willing to accept what he/she is offered. If the 
responder accepts the offer, both players get to keep what they have; 
if the responder does not accept the offer, neither player gets to keep 
any money. Although according to some conceptions of rationality, the 
proposer should offer the least amount possible, $1, to the responder, 
and the responder should accept it, this is not what people typically do. 
The majority of players, when functioning as the proposer, offer to the 
responder something between 40 and 50 percent of what they were ini-
tially given, and such offers are generally accepted (Camerer & Thaler, 
1995; Roth, 1995; Sigmund, Fehr, & Nowak, 2002).

Research with functional magnetic resonance imaging has shown 
that offers that are perceived as unfair elicit activity in brain areas that 
relate to emotion (anterior insula) and to cognition (dorsolateral pre-
frontal cortex) (Sanfey, Rilling, Aronson, Nystrom, & Cohen, 2003). The 
investigators see this result as evidence that players of the game have 
the emotional goal of resisting unfairness (which involves the anterior 
insula) and the cognitive goal of accumulating money (which involves 
the dorsolateral prefrontal cortex), and, more generally, of the impor-
tance of emotional infl uences in human decision making. 

The role that emotions play in reasoning (and conversely) is clearly 
deserving of a lot of attention from researchers. Simon (1983/1986) 
argues that anything close to a complete theory of human rationality 
would have to contain an account of the role that emotion plays in it. 
While the attention the subject has received in the past is not commen-
surate with its importance, perhaps the situation is changing (Finucane, 
Peters, & Slovic, 2003; Luce, Bettman, & Payne, 1997; Mellers, Schwartz, 
& Ritov, 1999; Svenson, 2003).

Mood

There can be little doubt that thinking is affected by mood (Isen, 1993; 
Schwartz & Clore, 1983, 1988). People who are depressed can fi nd it very 
diffi cult to focus on anything other than their own state of mind and 
the presumed reasons why they feel as they do. An especially cheerful 
mood can produce the “rose-colored glasses” phenomenon, where one 
interprets events more optimistically than an objective analysis would 
warrant. 

People tend to recall better what they have recently learned if their 
mood at the time of recall matches what it was at the time of learning 
(Bower, Monteiro, & Gilligan, 1978; Bower, 1981). This is known as the 
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mood-congruency effect on memory. Momentary mood can also affect 
one’s retrieval of information from long-term or autobiographical mem-
ory, as when people recall more past illnesses when they are feeling sad 
than otherwise (Salovey & Brinbaum, 1989).

People appear to be more attentive to incoming information that 
matches their mood than to information that is inconsistent with it, and 
to have daydreams that are consistent with their mood as well (Bower, 
1981, 1983, 1991). We may see these tendencies as effects of mood, but 
they, in turn, can contribute causally to the perpetuation or intensifi ca-
tion of moods through a positive-feedback process. Bower (1995) gives a 
number of other examples of behaviors that can have the effect of pro-
longing or intensifying an existing mood.

Mood can affect judgments and decisions that should be made in 
terms of objective criteria alone. The impression that a job interviewer 
forms of an interviewee, for example, may be infl uenced by the inter-
viewer’s mood at the time of the interview, more positive impressions 
being associated with more positive moods (Baron, 1987). People tend 
also to give more positive assessments of their own behavior, attitudes, 
and abilities—to give evidence of greater self esteem—when in a good 
mood than when in a bad one (Forgas, Bower, & Krantz, 1984; Kavana-
ugh & Bower, 1984; Sedikides, 1992). A negative mood appears to infl ate 
the judged frequency of mishaps (Johnson & Tversky, 1983), and the 
desire to maintain a positive mood may make one more than normally 
risk-averse (Isen & Geva, 1987; Isen, Nygren, & Ashby, 1988). Not only 
are people likely to behave differently when they are angry than when 
they are not, their perceptions and judgments of other people may be 
affected by anger as well; in particular they are more likely to believe 
they see hostility and aggression in the attitudes and behavior of others 
(Bandura, 1973; Zillman, 1979).

Glasser (2003, 2005) takes the provocative position that most peo-
ple who are diagnosed as being mentally ill, despite no evidence of brain 
abnormality, are simply unhappy, and that the unhappiness more often 
than not stems from unsatisfying relationships with people who are 
important to them. Failure to recognize this, he argues, has led to wide-
spread overprescription of psychiatric drugs—Paxil, Prozac, Zoloft—to 
treat the presumed illnesses. If he is right, this is a serious problem for 
a variety of reasons, not the least of which is that such drugs can have 
unwanted effects of their own. Similar concerns have been raised regard-
ing the possible overprescription of drugs for the treatment of emotion-
ally-based symptoms in children that have been given a variety of clinical 
labels, the most widely-used perhaps is Attention Defi cit Disorder (ADD) 
or Attention Defi cit Hyperactivity Disorder (ADHD) (Cummings & Wig-
gins, 2001; Schrag & Divoky, 1975; Wright, 2005).
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Attitudes, dispositions, and perspectives

There is a keen interest among some educators and educational research-
ers in the possibility of improving the ability of students to reason, and 
to think well more generally (Baron & Sternberg, 1987; Nickerson, 
Perkins, & Smith, 1985; Resnick, 1987). Although attention has been 
directed mostly at the possibility of teaching higher-order thinking skills, 
the importance of attitudes and dispositions to good thinking has also been 
stressed by some writers (Baron, 1985a, 1993; Cacioppo, Petty, Feinstein, 
& Jarvis, 1996; Ennis, 1985, 1987; Moshman, 1994a, b; Newmann, 1991; 
Perkins, Jay, & Tishman, 1993; Schrag, 1987; Tishman, Jay, & Perkins, 
1993). Fairmindedness, openness to evidence, a desire for clarity, respect 
for others’ opinions, inquisitiveness, and refl ectiveness are among the 
attitudinal qualities that have been associated with good thinking and 
taken as goals of efforts to teach the same. The idea that thoughtfulness 
as a habit of mind is at least as important—possibly more important—to 
good thinking than competence in the execution of specifi c thinking 
skills has some currency (Newmann, 1991; Schrag, 1987). Stanovich and 
West (1997) identify several dispositions, revealed in questionnaire stud-
ies, that they consider conducive to good reasoning; these include will-
ingness to postpone closure, to consider alternative opinions, to consider 
contradictory evidence, and to engage in counterfactual thinking. 

Just as some dispositions can contribute to good reasoning, others 
can have the opposite effect. An unwillingness to postpone closure, to 
consider alternative opinions, and so on can help ensure that reasoning 
is constrained and unrefl ective. A tendency to see everything in terms of 
black and white, to assume that every effect has a single cause, to insist 
that every question have a simple answer, precludes reasoning that is 
very deep or insightful. 

Unhappily, self-confi dence and a willingness to take a strong stand 
on an issue—whether justifi ed or not—can be perceived as “decisive-
ness” and as marks of leadership. And indeed, many people who attain 
positions of power appear to have these traits. Taleb (2004) sees evidence 
of a link between leadership and a form of psychopathology in which 
excessive self confi dence and insensitivity somehow enable the rallying 
of followers. Many examples of the prototype are described by Cleckley 
(1964).

We know less than we would like to know regarding how attitudes 
that are conducive to independent thinking—or attitudes that are not 
conducive to it—come to be. How important are early experiences in the 
home in the formation of attitudes that will persist into adult life? How 
is their development affected by formal schooling? It would be hard to 
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believe that early experiences do not have a lot to do with the shaping 
of attitudes that often last throughout a lifetime, although evidence on 
the point is more suggestive than conclusive. If children are permitted 
to view the purpose of doing seatwork at school as that of completing 
assignments the teacher has given them rather than as that of learning 
something new (Anderson, 1981), is this not likely to affect developing 
attitudes toward authority and learning? Can children who are never 
permitted to question authority fi gures in the home or school be expected 
to develop an inquisitive attitude toward the world around them? 

The role of perspective in conditioning beliefs is seen in the fact that 
how liberal and conservative one perceives political liberals and conser-
vatives to be depends on whether one is liberal or conservative oneself 
(Sniderman, Brody, & Tetlock, 1991). That perspective can be a determi-
nant of the degree of satisfaction or dissatisfaction one may experience 
with a situation is demonstrated poignantly by the fi ndings of Medvec, 
Madey, and Gilovich (1995), who present evidence that winners of silver 
medals in major sports events, like the Olympic games, are likely to be 
less satisfi ed with the outcome of their performance than are winners 
of bronze medals. These investigators surmise that silver medal winners 
tend to focus on the fact that they might have won the gold (things might 
have been much better), whereas bronze medal winners tend to focus on 
the fact that they might have missed out on a medal altogether (things 
might have been much worse).

Stanovich (1999) notes that the attention that has been given 
to concepts that reside “at the borderline of cognitive psychology and 
personality” has been increasing generally, and that concepts that are 
sometimes discussed under the rubric of thinking dispositions are also dis-
cussed under a variety of closely related terms, such as “intellectual style 
(Sternberg, 1988, 1989), cognitive emotions (Scheffl er, 1991), habits of mind 
(Keating, 1990), inferential propensities (Kitcher, 1993), epistemic motiva-
tions (Kruglanski, 1990), constructive metareasoning (Moshman, 1994a, 
b), and cognitive styles (Messick, 1984, 1994)” (p. 156). Stanovich—who 
prefers the term thinking dispositions—argues that individual differences 
in such dispositions must be taken into account, along with individual 
differences in cognitive capacities, to explain individual differences in 
performance of reasoning tasks. Evidence in support of this view is pre-
sented by Stanovich and West (1998c), who found that performance on a 
variety of reasoning and decision-making tasks varied with several indi-
ces of thinking dispositions after the effects of differences in cognitive 
ability had been partialed out. 

Noting that it was once widely believed that positive affect impairs 
systematic cognitive processing and leads to poor judgment and super-
fi cial thinking, Isen and Labroo (2003) cite numerous empirical studies 
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the results of which they interpret as evidence against this view and sup-
portive of the conclusion that positive affect can have the opposite effect 
and facilitate logical thinking and problem solving. Positive affect may 
even, they suggest, help counter some of the biases that have been docu-
mented in the cognitive and social literature. Among several ways in 
which positive affect infl uences decision making, Isen and Labroo con-
tend, is by increasing the fl exibility that people show in making choices 
and their ability to respond appropriately to various aspects of a decision 
situation. 

Esthetics

Beauty is truth, truth beauty, that is all ye know on earth, and all ye need 
to know. (Keats, “Ode on a Grecian Urn”) 

Esthetics is sometimes considered the province of artists. But esthetics 
has been an extraordinarily powerful motivating factor in the think-
ing of many mathematicians and scientists. The importance of esthetics 
in mathematics is refl ected in the view expressed by Bertrand Russell, 
as quoted in Kline (1953): “Mathematics, rightly viewed, possesses . . . 
supreme beauty—a beauty cold and austere, like that of sculpture, with-
out appeal to any part of our weaker nature, without the gorgeous trap-
pings of painting or music, yet sublimely pure, and capable of a stern 
perfection such as only the greatest art can show. The true spirit of 
delight, the exultation, the sense of being more than man, which is the 
touchstone of the highest excellence, is to be found in mathematics as 
surely as in poetry” (p. 6).

The central role that esthetics has played in the thinking of many 
of the greatest scientists has been documented by Holton (1973). He 
describes the feeling a scientist gets from attaining a view in which phe-
nomena that had been thought to be separate are seen to be interde-
pendent as a “quasi-aesthetic experience of the most treasured kind in 
the sciences” (p. 304). A similar point is made by Lerner (1959) in his 
identifi cation of the quest for regularities underlying diverse events as 
the hallmark of scientifi c thinking. 

A question that naturally arises is that of the role that esthetics 
should play in the thinking of any rational agent. Is the quest for beauty 
in the realm of thought appropriate only for the most creative geniuses 
among us? Or should it be part of the experience of us all? In my view, 
rationality that does not include a search for beauty is an impoverished 
rationality. Without denying that beauty may be, at least to some extent, 

RT94878_C005.indd   203RT94878_C005.indd   203 10/4/2007   4:11:34 PM10/4/2007   4:11:34 PM



204 Aspects of Rationality

in the eye of the beholder, I believe that the ability to see beauty in ideas 
is a human quality of the greatest value and signifi cance.

Whether beauty is an entirely subjective quality is debatable. I fi nd 
myself persuaded by Adler’s (1981) argument that beauty can have an 
objective basis as well, but that the ability to see the beauty that is there 
to be seen may need to be acquired. Adler makes a distinction between 
enjoyable beauty and admirable beauty. Enjoyable beauty is whatever 
one, for whatever reason, considers beautiful. Admirable beauty is what 
experts in some domain agree deserves to be considered beautiful. To 
recognize admirable beauty, in this view, requires that one know enough 
about the subject—visual art, music, poetry, architecture—to appreciate 
the worthiness of specifi c instances of it. This distinction seems especially 
germane to the concept of beauty as it pertains to ideas. It is not reason-
able to expect someone who knows no mathematics to see the beauty of 
a mathematical theorem that mathematicians would call elegant. 

The distinction between enjoyable and admirable beauty raises the 
question of whether rationality requires an effort to acquire the exper-
tise that is necessary to appreciate beauty where it may be found. It is too 
much, of course, to expect everyone to be suffi ciently well informed in 
all subjects to acquire the tastes of experts in those subjects, but perhaps 
it is not too much to require that we recognize our limitations in this 
regard and to be sensitive to the fact that an inability to see the beauty 
that someone else sees in a particular instance may refl ect a difference in 
knowledge on which the perception of beauty is based. 

Wonderment

If science begins in wonder, as indeed it does, it ends perforce in a sense of 
wonder that is greater still. (Smith, 1992, p. 118)

The last topic I want to discuss in this chapter fi ts less obviously, perhaps, 
under the general heading of affect than do those already considered. 
But I see it as a very important aspect of rationality, and it clearly has 
affective dimensions, so I will discuss it here. The topic is wonderment. 

People wonder about different things. James Clerk Maxwell (1873) 
was fascinated by the fact that all the molecules of a particular element 
are identical and considered it to be unattributable to any natural cause. 
Salam (1992) makes the point that not only is a sense of wonder com-
mon in science, but that the deeper one’s scientifi c knowledge, the more 
intense one’s experience of wonderment is likely to be. Biology presents 
us with countless reasons for wonderment. 

RT94878_C005.indd   204RT94878_C005.indd   204 10/4/2007   4:11:34 PM10/4/2007   4:11:34 PM



Goals, Values, and Affect 205

Here is Lewis Thomas (1979) refl ecting on the process of fertiliza-
tion and embryonic development: “For the real amazement, if you want 
to be amazed, is the process. You start out as a single cell derived from 
the coupling of a sperm and an egg, this divides into two, then four, then 
eight, and so on, and at a certain stage there emerges a single cell which 
will have as all its progeny the human brain. The mere existence of that 
cell should be one of the great astonishments of the earth. People ought 
to be walking around all day, all through their waking hours, calling to 
each other in endless wonderment, talking of nothing except that cell. 
It is an unbelievable thing, and yet there it is, popping neatly into its 
place amid the jumbled cells of every one of the several billion human 
embryos around the planet, just as if it were the easiest thing in the 
world to do” (p. 156). 

Kauffman (1995) expresses a similar sentiment: “If the swarm of 
stars in a spiral galaxy, clustered swirling in the high blackness of space, 
astonishes us with the wonder of the order generated by mutually gravi-
tating masses, think with equal wonder at our own ontogeny. How in the 
world can a single cell, merely some tens of thousands of kinds of mol-
ecules locked in one another’s embrace, know how to create the intri-
cacies of a human infant? No one knows. If Homo habilis wondered, if 
Cro-Magnon wondered how they came to be, so too must we” (p. 93).

Should a distinction be made between different types of wonder-
ment? I think so. When I wonder about why there are 12 inches in a foot, 
for example, I think I have a different experience than when I wonder 
about why equal-radius spheres pack as precisely as they do. In the for-
mer case, I am curious as to why twelve was chosen, and can imagine 
several plausible reasons (Nickerson, 1999b), but refl ecting on the ques-
tion does not evoke in me the same sense of astonishment as does think-
ing about any number of mathematical relationships that seem—for no 
apparent reason—so incredibly elegant and useful.

Radio fascinates me. As I sit in my offi ce, I can, with the turn of 
a dial, tune in to any of numerous ongoing programs originating from 
many different locations. If I happened to have the right kind radio, I 
would be able to pick up programs from around the globe. Apparently 
the room in which I sit contains the signals from all these stations all 
the time; all I need in order to pull any one of them out of the air is this 
little device that can be set to the necessary broadcast frequency. What 
I fi nd fascinating is the fact that, at any given moment, the space that I 
occupy is occupied also by electromagnetic representations of countless 
instances of speech, music, and other kinds of sounds. Fortunately, I 
cannot hear them all at once, but they are all there; and my radio gives 
me the ability to select from among them. Moreover, if get in my car 
and drive off in any direction, no matter where I go, I will be in the 
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same  situation. The air, everywhere, is full of information. To me, radio 
is a truly remarkable technology; the more I think about it, the more 
amazing I fi nd it to be. I fi nd myself in a similar state of mind when I 
think about electricity. The fact that the energy that is needed to power 
the homes and business establishments of a community—operate the 
myriad tools and appliances on which modern society has become so 
dependent—can be transported from place over a little copper wire is 
remarkable, to say the very least. 

As fascinating as radio, electricity, and a variety of other scientifi -
cally derived phenomena are, the kind of wonder they evoke, in me at 
least, differs in a subtle, but important, way from the wonder inspired by 
what, for want of a better term, I will call natural elegancies. Within limits, 
I can understand how radio works and how energy can be changed from 
one form to another and transported from place to place. At least I can 
read the scientifi c accounts of these phenomena; whether one considers 
these accounts to be explanations, as distinct from useful descriptions, 
depends on what one considers the nature of explanation to be. 

In contrast, I feel a sense of awe when I think about the fact that 
my body is composed of atoms that have existed for billions of years, that 
originated in the interiors of stars long since dead, and that, during their 
few billion years on earth, have been the building blocks of countless 
other animate and inanimate forms. But what really boggles my mind is 
the idea that every proton in the universe is identical to every other one, 
or at least, so we are told; this, to me, is truly amazing. Structure, energy, 
consciousness—existence—the wonderment that these ideas evoke is, in 
my experience, quite different from curiosity about how things work.

One can, of course, have any of a variety of attitudes toward won-
derment. At one extreme, one can take the view that things are as they 
are, and that is all there is to be said about it. Wondering why they are as 
they are is a waste of time, a childish indulgence. At the other extreme, 
one can see cause for wonder everywhere: Why is there something rather 
than nothing? What is consciousness, and why is there such a thing, 
given that it seems neither to be necessary nor to follow naturally from 
the physical activity that is assumed to underlie it? Who—what—am I? 

Nagel (1986) notes the awe-inspiring nature of both the thought 
of one’s own existence, and of that of the possibility that one had never 
been born. With respect to the former: “Almost every possible person 
has not been born and never will be, and it is sheer accident that I am 
one of the few who actually made it (p. 211). And with respect to the lat-
ter: “If you concentrate hard on the thought that you might never have 
been born—the distinct possibility of your eternal and complete absence 
from this world—I believe you too will fi nd that this perfectly clear and 
straightforward truth produces a positively uncanny sensation” (p. 212).
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The possibility of becoming paralyzed by wonderment seems very 
real to me, and I do not see that as a desirable state. What surprises me, 
however, is how little we wonder about truly wonderful aspects of our 
existence. Why are we so insensitive to the strangeness, the improbabil-
ity, the utter inexplicability of it all? I suspect there is a certain fear of 
wonderment, stemming in part perhaps from a distaste for the type of 
mysticism—like number mysticism—to which it appears sometimes to 
have led. I suspect also, however, that the confession of wonderment is 
perceived sometimes as a lack of sophistication. To be awestruck by char-
acteristics of the universe in which we fi nd ourselves, of which we are a 
part, is seen as juvenile, a sign of intellectual immaturity, and no one, of 
course, wants to be perceived as intellectually immature. It is a pity.

It is interesting to note that Einstein attributed his formulation 
of the theory of relativity in part to the fact that he kept asking him-
self questions about space and time that only children wonder about 
(Holton, 1973). Bertrand Russell (1955/1994) speaks of Einstein as hav-
ing “the faculty of not taking familiar things for granted” and illustrates 
the fact by referring to Einstein’s expression of “’surprised thankfulness’ 
that four equal rods can make a square, since, in most of the universes he 
could imagine, there would be no such things as squares” (p. 408). 

That one of the most acclaimed and infl uential scientists of all time 
characterized his own thought processes as childlike in a signifi cant way 
is a sobering thought. Is it possible that we have as few Einsteins as we 
do because the process of getting a formal education and learning to 
be what society expects intellectually mature individuals to be stifl es 
in most of us the curiosity with which nature endowed us? “Children 
sometimes see things clearly that are indeed obscured in later life. We 
often forget the wonder that we felt as children when the cares of the 
activities of the ‘real world’ have begun to settle upon our shoulders. 
Children are not afraid to pose basic questions that may embarrass us, 
as adults, to ask. What happens to each of our streams of consciousness 
after we die; where was it before each was born; might we become, or 
have been, someone else; why do we perceive at all; why are we here; 
why is there a universe here at all in which we can actually be?” (Pen-
rose, 1989, p. 448). The idea that becoming an adult means learning to 
be embarrassed by an inclination to wonder about the mysteriousness of 
our existence and that of the universe of which we are a part is a terrible 
thought, and—what makes it more terrible still—not beyond believing.
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6
CHAPTER

   Explanations

Man differs from animals in that he has a reasoning mind, and this 
mind…cannot tolerate a vacuum, it fi nds an explanation for everything. 
(Gabor, 1972, p. 53) 

We seem to have an intolerance for uncertainty and ambiguity and a 
deep need for explanations—a need, one might say, for sense-making. We 
are uneasy when we have a collection of facts that we cannot see as some 
consistent whole. This need is the root of superstitions as well as of scien-
tifi c theories. Regularities and patterns that we observe demand expla-
nations, as do unanticipated changes in the status quo, and coincidences. 
We often accept ready-made explanations uncritically and we invent 
them at the slightest provocation. Himsworth (1986) attributes this need 
for explanations to fear of the unknown: “Fear of the unknown is deeply 
ingrained in human beings. In consequence, faced by anything they do 
not understand, they cannot rest until they have given themselves an 
explanation of it” (p. 94). Whether or not fear is the motivating factor, 
we are explanation-generating entities. 

The need for explanations is seen at a fundamental level in our 
compulsion to structure sensory input. When confronted with an ambig-
uous pattern—as when walking into a dimly lighted room or looking at a 
photograph that is unclear or of unknown scale—one struggles to make 
sense of it. One attempts to organize the sensory data in terms of familiar 
percepts; the ambiguity is not happily tolerated. Sometimes the ambigu-
ity is resolved in favor of a plausible but incorrect interpretation. When 
that happens, the erroneous interpretation can be remarkably resistant 
to correction. 

The compulsion to structure sensory input is seen also in our ten-
dency to put concrete interpretations even on abstract patterns whenever 
possible. People have always seen objects and creatures when they gazed 
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at the stars, and long ago gave them names. We see objects or animals 
also in clouds, in maps of islands, or in the splotches made by spilled 
ink. Hermann Rorschach exploited this fact to develop a test in the early 
1920s that is supposed to reveal secrets about our innermost selves from 
what we see in ink blots. People read causality and even human intent 
and emotion (attraction, repulsion, anger, aggression, playfulness) into 
the behavior of dots moving in various ways in relation to each other 
on a visual display (Heider & Simmel, 1944; Michotte, 1950, 1963; Das-
ser, Ulbaek, & Premack, 1989). This all illustrates what Bartlett (1932) 
referred to as an “effort after meaning,” which he believed characterized 
not only the act of perceiving but all cognitive activity, including imagin-
ing, remembering, and reasoning. 

The need for explanations appears to be strong in children as well 
as in adults. A large part of the problem of getting students to under-
stand scientifi c explanations of phenomena stems from the fact that they 
often already have explanations for those phenomena, only the explana-
tions they have differ from those that are generally accepted by science 
(Anderson & Smith, 1987; Eaton, Anderson, & Smith, 1984). For this 
reason, much of science education requires unlearning as well as learn-
ing; Anderson (1987) describes science learning as a complex process of 
conceptual change, in which some beliefs about how the world works are 
modifi ed while others are strengthened and reorganized.

People learning to use word-processing software spontaneously 
invent explanations of why the systems they are using act as they do 
(Carroll, 1990; Lewis & Mack, 1982; Mack, Lewis, & Carroll, 1983). The 
explanations they invent may bear little relationship to what is actually 
going on in the computer, but they serve to make sense of the interac-
tion in the users’ minds. Carroll (1990) argues that the innate need of 
people to make sense of novel situations should be taken into account 
by designers of approaches for training people to use new systems effec-
tively, because penalizing them for making incorrect inferences in the 
interest of sense-making can impede the learning process. 

The ease with which after-the-fact “explanations” can be found 
for essentially anything undermines the credibility of many of them. It 
appears that “I don’t know” is exceedingly diffi cult for some people to say; 
so the question “why” seldom wants for an answer. One sees the need for 
explanations in postmortem analyses of various sorts of events. Within 
specifi c universes of discourse there may be small numbers of assertions 
that are standardly selected to construct such explanations. The ability 
of fi nancial analysts to explain after the fact, for example, events that 
came as a complete surprise is remarkable. Precipitous rises or falls of 
unusual magnitude in stock-price averages never want for explanations 
after they have occurred. One has to look long and hard to fi nd analysts 
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who admit to being at a loss to account for unanticipated behavior. After-
the-fact explanations can always be produced, and when they are pro-
duced by people who are highly conversant with the domain of interest, 
they can sound very convincing, especially to one whose knowledge of 
the domain is limited. This does not mean that they are correct in any 
deep sense. Distinguishing between bona fi de explanations and the prof-
fering of “reasons” that have little or no actual explanatory value is not 
always easy, but it is a skill worth cultivating.

Developmental psychologists, many of whom have been inspired 
by the work of Piaget have studied explanations of various phenomena 
offered by children and how the character and quality of those explana-
tions change as children age. Some investigators have made explanation, 
or the idea that people naturally seek to explain what they observe, a 
central construct around which to develop theories of comprehension 
(Miller, 1979, 1986; Mooney & DeJong, 1985; Shank & Abelson, 1977).

What Is an Explanation?

At some point one has to pass from explanation to mere description. (Witt-
genstein, 1972, p. 26) 

What constitutes an explanation is a disarmingly easy question to ask, 
but an exceedingly diffi cult one to answer in a noncontroversial way. 
The following exchange between Paul Davies and David Bohm during a 
BBC radio interview of the latter by the former on the topic of quantum 
physics illustrates the diffi culty.

Bohm:  I think we should distinguish between explanation and sys-
tems of calculus, and quantum mechanics is a calculus that 
enables you to predict statistical results. But it has no explana-
tion, and Bohr emphasized that there was no explanation of 
any kind.

Davies:  But is there ever explanation in physics? I mean, don’t we sim-
ply make models and invent language for them?

Bohm:  But models explain the thing in the sense that they show how 
it comes about; the explanation makes it intelligible. Quantum 
mechanics says that nature is unintelligible except as a calcu-
lus, that all you can do is to compute with the equations and 
operate your apparatus and compare the results.

Davies:  Can you think of another area of physics, say a simple area, 
where you think that we actually have an explanation?

□
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Bohm:  Well, a lot of classical physics gives an explanation in so far as 
it’s correct.

Davies:  In what way though? Isn’t it just language and models relating 
observations? Where is the real explanation? We use the word 
“explanation,” but it seems to me rather meaningless, and that 
all you’re doing is relating observations together successfully.

Bohm:  I don’t think so. . . . . (Davies 1986/1993, p. 131) 

The dialogue continues in this vein. It is representative of wide dif-
ferences of opinion among scientists as to what constitutes an expla-
nation, at least in the context of science. The differences are especially 
apparent in discussions of a theory as complex as quantum mechan-
ics, which some praise because of its extraordinary explanatory power 
and others see as explaining nothing at all. But throughout the scientifi c 
literature, one fi nds the word “explanation” used in a variety of ways. 
Arguably, like most words familiar from common parlance, it is used 
uncritically, more often than not, with the tacit assumption that every-
body knows what it means. 

Even when defi nitions are given, they often are circular. “In the 
language of science,” Lindley (1993) offers, “to explain a problem means 
to account for an observation or phenomenon without recourse to arbi-
trariness” (p. 164). But if we consider “to explain” and “to account for” 
to be synonymous, we might paraphrase this defi nition as “to explain 
something is to explain it without recourse to arbitrariness.” I do not 
expect to resolve the ambiguities surrounding the concept of explana-
tion here, but I do hope to bring some of them to light and to note several 
of the ways in which the concept has been, or can be, used. 

In everyday terms, to explain something—a principle, a relation-
ship, a process, an event—is to make it plain and understandable. Expla-
nations are enlightening answers to questions—what questions, how 
questions, why questions—and they serve a variety of purposes, ranging 
from the satisfaction of intellectual curiosity, to the provision of practical 
guidance for the performance of specifi c tasks, to the justifi cation—giv-
ing “reasons” for—surprising behavior. What is the nature of existence, 
of space, of time, of personal identity, of consciousness? How did the uni-
verse get to be its present size? Why does an object in motion continue 
in motion on a straight-line path when no forces are acting on it? Why 
does refl ected light follow the fastest path between source and observer? 
What keeps an automobile engine from overheating? How does one fi x a 
leaky faucet? Why should one not use a metal dish in a microwave oven? 
Why has Jack been so depressed lately? 

Harman (1986) distinguishes two ways in which the term “expla-
nation” is used. Sometimes it refers to the speech act of explaining 
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something to someone; at other times it means “something one grasps 
or understands that makes things more intelligible, comprehensible, or 
coherent, whether or not any speech act of explaining has occurred” 
(p. 67). The fi rst of these meanings focuses on the process of making 
something clear; the second relates to the substance of the clarifying 
account.

Explanation as exposition or clarifi cation

Sometimes what one does when one explains is expose or make explicit 
some nonobvious or hidden relationship. Many of us learned in school 
that a quick way to determine whether a number is divisible by 9 is to 
add up its integers; if the sum is a more-than-one-digit number, add its 
digits to get a new sum; continue in this fashion until arriving at a one-
digit sum. If that digit is 9, the original number is divisible by 9; if it is 
not 9, the original number is not divisible by 9. Thus, 261 is divisible by 
9, because 2+6+1 = 9 and so is 37,584, because 3+7+5+8+4 = 27 and 2+7 
= 9, but 260 is not, because 2+6+0 = 8, nor is 37,585, because 3+7+5+8+5 
= 28, 2+8 = 10, and 1+0 = 1. 

One does not have to understand why this rule works to use it 
effectively, just as one does not have to understand why many of the 
algorithms we use to do simple arithmetic work in order to apply them 
to advantage. An inquisitive individual might seek an explanation as to 
why such algorithms work. An explanation of the trick for identifying 
numbers that are divisible by 9 might go something like this. 

Given the place-notation scheme we use for representing numbers, 
a sequence of digits, say 261, is a short-hand way of representing the 
quantity 2x102 + 6x101 + 1x100, or 200+60+1. To divide one number by 
another, we use an algorithm that we (at least those of us in my genera-
tion) learned by rote in school, and we may never have seen through the 
algorithm to the logic that lies behind it. To determine how many times 
some number, say 9, goes into another, say 261, we need to determine 
see how many times it goes into 200, how many times it goes into 60 
and how many times it goes into 1. (The order in which we make these 
determinations does not matter.) In each case there may or may not be a 
remainder, so we need fi nally to see how many times it goes into the sum 
of the remainders. Perhaps it will be clear, at this point, that if—and only 
if—the divisor, 9 in this case, goes evenly into the sum of the remain-
ders, then it goes evenly into the original number.

Let us look again at 261 with this process in mind. Consider fi rst 
the low-order digit. Inasmuch as 9 is the largest single-digit number, the 
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only single-digit number it will go into evenly is 9. For any other digit, 
say d, it goes 0 times with a remainder of d, so, in this case it goes into 1 
0 times with a remainder of 1. Now consider the tens digit—6. As it hap-
pens, 9 goes into 60 6 times with a remainder of 6. More generally, 9 goes 
into any 2-digit multiple of 10, say Nx10, N times with N as a remainder. 
This follows from the fact that 9 is 1 less than 10; thus 10/9 = 1 with a 
remainder of 1, 20/9 = 2 with a remainder of 2, and so on. Consequently, 
the tens digit itself indicates the remainder one gets when one divides 
that number of 10s by 9.

The same principle applies when we look at higher-order digits. 
From the fact that 9 goes evenly into 99, which is 1 less than 100, 100/9 
yields a remainder of 1, 200/9 a remainder of 2 and so on. Similarly, 
given that 9 goes evenly into 999, which is 1 less than 1000, 1000/9 
yields a remainder of 1, 2000/9 a remainder of 2, and so on. In general, 
division of N x 10m by 9 yields a remainder of N. It follows that the digits 
of a multi-digit number are the remainders when the indicated multiples 
of the powers of 10 represented by the place-notation scheme are divided 
by 9. At least to the reader who understands the basic principles of place 
notation of the number system we use, this constitutes an explanation of 
why the trick of summing the digits of a number to determine whether 
it is divisible by 9 works. The explanation serves, in this case, to clarify 
what otherwise might be obscure. 

Reduction as explanation

Simplicity of explanation should not be bought at the price of eliminat-
ing the most distinctive features of the very phenomena one is trying to 
explain. (Ward, 1996, p. 71) 

One possible view of explanation is as a description of a set of phenom-
ena in terms of a set of concepts and principles to which those phenom-
ena can be reduced or from which they can be derived. This is perhaps 
the sense in which scientifi c theories are explanations. A theory relates a 
variety of phenomena within the same conceptual framework; the larger 
the variety of phenomena that it can accommodate the more powerful 
the theory, other things equal. 

A generalized form of the reductionist approach to scientifi c expla-
nation has been described by Tegmark and Wheeler (2001) this way. 
“Theories can be crudely organized in a family tree where each might, 
at least in principle, be derived from more fundamental ones above it. 
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Almost at the top of the tree lie general relativity and quantum fi eld the-
ory. The fi rst level of descendants includes special relativity and quantum 
mechanics, which in turn spawn electromagnetism, classical mechanics, 
atomic physics, and so on. Disciplines such as computer science, psychol-
ogy and medicine appear far down in the lineage” (p. 74). (It is perhaps 
relevant to note that the proponents of this view are physicists.)

Thermodynamic and mechanical views of the world are very differ-
ent, but presumably complementary. In one sense they describe the same 
phenomena; however, they describe it at different levels and do so in 
terms of qualitatively different concepts. A thermodynamic description 
makes use of such concepts as temperature, pressure, volume and den-
sity, which are properties of a system (e.g., gas) as a whole. A mechanical 
description makes use of such concepts as position and velocity, which 
are properties of individual molecules. There is an asymmetry in the 
relationship between the two types of descriptions: in theory at least, one 
can infer the thermodynamic behavior of a system from knowledge of 
the mechanics of its constituent molecules; one could not, however, infer 
the behavior of the individual molecules from knowledge of thermody-
namic behavior. This is because a given thermodynamic state can result 
from many different patterns of molecular behavior, but a given pattern 
of molecular behavior will produce only one thermodynamic state. 

This distinction illustrates one form of reductionism, which holds 
that a way to explain a phenomenon is to analyze it into it’s constituents 
and describe it at a lower, or “more fundamental,” level of organization. 
Thus heat is explained in terms of the motions of molecules; sound is 
explained in terms of the interaction of successions of compressed and 
rarifi ed air and the action of a hearing apparatus. More generally, bio-
logical phenomena are explained by describing the chemical processes 
that underlie them, and chemical processes are explained in terms of the 
physics of molecular and atomic interactions. 

As a form of explanation, reductionism is a controversial notion 
among scientists. Churchland and Churchland (1995) characterize the 
controversy this way: “For some it connotes a right-headed approach to 
any genuinely scientifi c fi eld, an approach that seeks intertheoretic unity 
and real systematicity in the phenomena. It is an approach to be vig-
orously pursued and defended. For others, it connotes a wrong-headed 
approach that is narrow-minded and blind to the richness of the phe-
nomena. It is a bullish instance of ‘nothing-but-ery’, insensitive to emer-
gent complexity and higher-level organization. It is an approach to be 
resisted” (p. 64). Defenses of each of these positions are abundant in the 
literature. In what follows, I give a few examples of what has been said 
in support of each view. 
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Pro reductive explanations

Reduction has proved to be a very effective way of gaining insight into 
the operation of physical structures and systems. Knowledge of the inter-
actions of various types of matter has been deepened by the discovery 
of the structure of atoms and the many ways in which atoms combine 
to make molecules. This knowledge has been deepened further by the 
decomposition of atoms into their subatomic particles. A current hope 
among many physicists is that discovery of the details of the vibrational 
patterns of strings—hypothesized subsubatomic particles—will provide 
a new explanation of the properties of what, before the appearance of 
strings on the scene, were considered the fundamental particles and 
forces of nature. Pythagoras would be proud.

The enthusiasm with which some embrace reductionistic expla-
nations is evidenced in the description by the Columbia Associates in 
Philosophy (1923) of the implications of the discovery of J. P. Joules of 
the “mechanical equivalent” of heat, which led to his formulation of the 
kinetic theory of heat. Why, they ask, did physicists adopt Joules’s the-
ory? “Because they found that they could thus reduce all the different 
phenomena of heat to a single simple basis, the energy of motion of the 
molecules composing bodies, and because that motion was itself of pre-
cisely the same nature, and obeyed precisely the same laws as does any 
motion in the universe. It is a marvelous achievement in scientifi c expla-
nation when we can confi dently assert that the tremendous movements 
of the heavenly bodies and the qualitative differences in temperature 
of the tiniest objects are both alike, and that they are together like the 
simple and easily understood and predicted movements of two billiard 
balls striking each other. One formula will describe all three. Surely few 
achievements of the human mind are worthy to rank with such a feat!” 
(p. 135).

Reductionism is sometimes conceived as a nesting of explanations, 
reminiscent of Russian dolls or the peels of an onion. Open up sociology 
and there sits psychology; open that and one fi nds biology; inside biology 
is chemistry and inside chemistry is physics. Here, for example, is how a 
biologist sees the relationship between his discipline and physics. “The 
biologist’s problem is the problem of complexity. The biologist tries to 
explain the workings, and the coming into existence, of complex things, 
in terms of simpler things. He can regard his task as done when he has 
arrived at entities so simple that they can safely be handed over to physi-
cists” (Dawkins, 1986, p. 15). In describing the reductionist approach as 
it might apply to psychology, Lycan (1988) also ends up with the physi-
cist. After doing what he can to analyze psychological concepts in terms 
of components, subcomponents, sub-subcomponents and so on, at some 
point he “would have to turn biologist, then chemist, and fi nally physi-
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cist in order to bring this explanation process to completion” (p. 33). To 
whom the physicist is to turn is not clear. 

Wilson (1999) describes the agenda of reductionism as that of fold-
ing the laws and principles of any given level of organization into those at 
a more fundamental level. The strong form of reductionism, he contends, 
is total consilience, according to which all natural laws and principles can 
eventually be reduced to simple universal laws of physics. For Wilson, 
the laws of physics are the point at which reduction stops, although he 
notes that this view could be wrong, and undoubtedly is an oversimpli-
fi cation at least. 

Con reductive explanations

A limitation of reductive explanations stems from the fact that in drop-
ping to a lower level of organization one can eliminate, or “talk around,” 
phenomena of interest. Something essential seems to be lost when one 
goes from one level of analysis to another. One may attempt to account 
for mental states, for example, by describing the behavior of the brain 
that accompanies changes in those states, but the language one uses to 
describe brain behavior is not descriptive of mental states. The language 
that is used to describe blood fl ow or electrical activity in specifi c regions 
of the brain, or the fi ring of particular complexes of neurons, or the bio-
chemical processes that constitute that fi ring simply is not adequate to 
describe the experience one has when one sees a color, hears a sound, or 
feels happy, angry, or sad. Nowhere in the description of the physiologi-
cal or physical processes that underlie thought is there any hint of what 
it means to be conscious or aware. 

Weisskopf (1977) expresses his sense of the inadequacy of reduc-
tionist explanations this way. 

Beethoven’s sonata is a natural phenomenon that can be analyzed physi-
cally by studying the vibrations in the air; it also can be analyzed chemi-
cally, physiologically, and psychologically by studying the processes at 
work in the brain of the listener. However, even if these processes are 
completely understood in scientifi c terms, this kind of analysis does not 
touch what we consider relevant and essential in a Beethoven sonata—the 
immediate and direct impression of the music. (p. 410) 

In a similar vein, Jeeves (1969) uses the example of explaining a 
mathematical equation: 

[I]f we write 2 + 2 = 4 on the blackboard, it would be perfectly reasonable 
for an analytical chemist to assert that all that is on the board is so much 
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calcium, sulphur, oxygen, and so on. And from his viewpoint and at that 
level he would surely be correct. Yet to leave out altogether from a full 
description of the same phenomenon all reference to the mathematical 
equation would be to miss the point of what is written on the board. The 
two levels of description are related; they are necessary correlates of one 
another; but questions asked in the language of the one cannot meaning-
fully be answered in the language of the other. (p. 130)

Dyson (1995) also rejects reduction as an adequate goal of scien-
tifi c explanation, arguing that progress in science requires the growth of 
understanding both downward from the whole to the parts and upward 
from the parts to the whole. In proclaiming that the growth of under-
standing must go only in one direction, reductionism fails to meet this 
requirement, in his view. 

In the preceding section, I quoted the Columbia Associates in Phi-
losophy (1923) who assessed very favorably the reductionist explanation 
of heat represented by the kinetic theory of that phenomenon. The same 
writers also caution, however, against the use of reduction in a way that 
denies the reality of—explains away—the phenomenon that is being 
explained. “Now, in so far as this process of ‘reduction’ means the get-
ting rid of something with which we started, and in so far as the scientist 
in using the phrase means to imply that as a result of his discoveries we 
now know that hot objects are not really hot, but only vibrating rapidly, 
or that the sunset is not really a blaze of color, but only complex wave-
motions, or that the man is not really manifesting the highest ethical 
activity, but only responding to chemical stimuli—in so far as he allows 
this notion to creep into his mind, he is very obviously talking nonsense” 
(p. 139). 

These writers argue that a reductionist explanation, properly 
understood, does not deny the phenomenon it is intended to explain, but 
rather provides a more complete picture of it. Discovery that a hot body 
is composed of rapidly moving particles makes it no less hot, but adds to 
one’s understanding of its heat. Explaining something is not tantamount 
to explaining it away. What is explained remains as real as it was before 
it was explained. In adding to the description of a hot object the fact that 
the object is composed of rapidly moving particles, one has indeed pro-
vided a more complete understanding of the object—the hot object—and 
its properties, but is this an explanation of why the motion of particles 
should give rise to the sensation of heat?

The question arises as to whether it is possible, in principle, to pro-
vide a reductionist explanation of a phenomenon without leaving out 
the phenomenon of interest. Nagel (1995) seems to believe that the 
answer is no. “A reduction is the analysis of something identifi ed at one 

RT94878_C006.indd   218RT94878_C006.indd   218 10/4/2007   4:20:05 PM10/4/2007   4:20:05 PM



Explanations 219

level of description in the terms of another, more fundamental level of 
description—allowing us to say that the fi rst really is nothing but the 
second . . . . When we say heat consists of molecular motion, we mean that 
heat as an intrinsic property of hot objects is nothing but the motion of 
their molecules. Such objects produce the feeling of heat in us when we 
touch them, but we have expressly not identifi ed that feeling with the 
molecular motion—indeed, the reduction depends on our having left it 
out” (p. 99).

The limitation of reductionist explanations has been stressed by 
some theorists, especially in the biological sciences, who have held 
that as matter has become organized in increasingly complex forms it 
has sometimes come to exhibit qualitatively different properties that 
are not predictable from an examination of the constituents of those 
forms. According to this emergence view, at certain levels of organization, 
new properties appear that are unique to that level and that cannot be 
explained adequately in terms of the behavior of the constituents at a 
lower level. Life is one example of a property that emerges unpredictably 
when molecules reach a certain level of complexity in their organization. 
Mind is seen as an emergent property that appears at a still higher orga-
nizational level. Among well-known proponents of this view are Teil-
hard de Chardin (1959) and Gregory Bateson (1980). 

Although the idea of emergent properties is not widely promoted in 
contemporary scientifi c literature, the assumption that one can explain 
biological, psychological or social phenomena by looking to chemistry 
and physics is not universally accepted either. Dobshansky (1964) argues 
that even if it were possible to describe all biological, psychological, and 
social phenomena in chemical and physical terms, the description would 
be so cumbersome as to be meaningless. Life itself remains a mystery 
and description of the physics of living organisms does not explain it. 
This mystery, as one physicist puts it, “lies not so much in the nature of 
the forces that act on the individual molecules that make up an organ-
ism, but in how the whole assemblage operates collectively in a coherent 
and cooperative fashion” (Davies, 1988, p. 101). 

The phenomena of embryonic development, cell specialization, and 
positional determination of function (How does a given cell know where 
it is relative to other parts of the organism, so that it can develop as the 
appropriate type of cell, say a neuron instead of a bit of fi ngernail?) sug-
gest the operation of a blueprint or global plan for the development of 
the organism as a whole. Such a plan must go beyond what is encoded 
in the DNA of the individual cells, because it must guide different cells 
to implement different parts of the instructional code that they all share. 
The discovery of genes that are able to “switch on” other genes selec-
tively provides a clue to the mechanism of morphogenesis but it does not 
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answer the deeper question of how the mechanism is made to conform 
to a global plan. “The real challenge,” as Davies puts it, “is to demonstrate 
how localized interactions can exercise global control. It is very hard to see 
how this can ever be explained in mechanistic terms at the molecular 
level” (p. 104). 

The problem has been referred to as that of causal decoupling, the 
idea being that as one moves from one level of organization to another—
whether one is dealing with inanimate or animate matter—one fi nds 
that the phenomena or constructs at one level often are not coupled in 
a causal way to those at a higher level. Pagels (1991) notes that science 
offers many examples of such causal decoupling. One he gives from 
molecular biology is the decoupling of the biological function of proteins 
from their representation in the genetic code. 

Stressing the need for staircases or bridges between different levels 
of analysis, Gell-Mann (1994) defends what might be called a qualifi ed 
reductionism. Different levels—physics, chemistry, biology—are dis-
tinguished by the fact that the higher (less fundamental) the level, the 
more restricted the conditions under which the phenomena of interest 
occur—chemical phenomena are a subset of physical phenomena; bio-
logical phenomena are a still further restricted subset. The higher levels 
are derivable from the lower ones, at least in principle, in Gell-Mann’s 
view, but only with the assistance of information specifying the condi-
tions under which the phenomena of the higher levels can occur. “[T]he 
very fact that chemistry is more special than elementary particle physics, 
applying only under the particular conditions that allow chemical phe-
nomena to occur, means that information about those special conditions 
must be fed into the equations of elementary particle physics in order 
for the laws of chemistry to be derived, even in principle. Without that 
caveat, the notion of reduction is incomplete” (p. 112). What is important 
to note about this view is that the further information that is required 
is not itself derivable from the more fundamental science and its need 
becomes evident only as a consequence of the existence of the higher-
level phenomena.

Morowitz (1981) argues that, at least as far as explanations of 
human behavior and experience are concerned, the question of the 
acceptability of a reductionistic view has nontrivial implications for how 
we think of ourselves. He characterizes uncritical reductionism not only 
as a weak solution to the problem of mind but as a dangerous view “since 
the way we respond to our fellow human beings is dependent on the 
way we conceptualize them in our theoretical formulations . . . . .Radical 
reductionism offers very little in the area of moral imperatives” (p. 41). 
Boden (1995) expresses a similar view: “Given the central constructive 
role in our personal life of the self-concept, we should expect that people 
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who believe (or even half-believe) they are mere machines may behave 
accordingly” (p. 149). 

Few, if any, neuroscientists would question the belief that mental 
states depend on states of the brain. This is not the same, however, as 
believing that mental states are fully explained by brain states. Sperry 
(1995) argues that, while mental states are dependent on electrochemi-
cal and biophysical aspects of the brain, they differ in important ways. 
More generally, he dismisses the idea of fully explaining an entity at one 
level of organization by describing its lower-level components: a great 
cathedral and a sewage plant could be described in the same terms at 
the level of the particles of which they are made, but they are quite dif-
ferent at the level at which their structure and function are apparent. 
Sperry contends that reductionism, which experienced ups and downs 
during the19th century and enjoyed great popularity in the mid 1960s, 
has given way more recently “to a new fl owering of holism and an accep-
tance of the concept of the irreducible whole” (p. 42). The new attitude 
to which Sperry refers is illustrated in Edelman’s (1995) contention that 
“to reduce a theory of an individual’s behaviour to a theory of molecular 
interactions is simply silly” (p. 201).

Nagel (1986) argues that the inadequacy of the explanatory power 
of reductionism is illustrated by the inability to account for electricity and 
magnetism in terms of Newtonian mechanics. Getting from Newton’s 
universe to relativity required the development of new types of concepts. 
He sees a parallel between the need for qualitatively different concepts to 
explain the newly explored phenomena to which he refers here and the 
need for nonphysical concepts to explain mental phenomena. “To insist 
on trying to explain the mind in terms of concepts and theories that have 
been devised exclusively to explain nonmental phenomena is, in view of 
the radically distinguishing characterists of the mental, both intellectu-
ally backward and scientifi cally suicidal” (p. 52). 

One need not accept the idea that reduction is the only, or even 
the best, form of scientifi c explanation in order to believe that reduction 
can often be illuminating and can serve an explanatory function—at 
least in the sense of making phenomena and relationships clearer than 
they were before. Reduction sometimes helps to unify previously dispa-
rate areas of observation. Churchland and Churchland (1995) illustrate 
this by pointing to the encompassment of Kepler’s account of planetary 
motion by Newton’s more comprehensive mechanics, the reduction of 
classical chemistry to atomic and subatomic physics, and the reduction 
of Newton’s laws of motion to the mechanics of special relativity. The 
effect in all cases was to provide a new perspective in terms of which 
to understand the old phenomena and their relationship to phenomena 
not before observed. Sometimes too reduction has the consequence of 
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 actually making an old view no longer tenable, as when the oxygen the-
ory of combustion displaced the earlier phlogiston theory. 

Reductive explanations in psychology sometimes involve attempt-
ing to explain behavior in terms of unobservable constructs that repre-
sent mental of cognitive entities. Behaviorism, especially as represented 
in the work of Watson (1914, 1919, 1925) and Skinner (1946, 1953, 1974), 
rejected this approach to psychological explanation, and the use of men-
tal constructs was essentially forbidden for a while in many psychology 
training programs as a result of this infl uence. Mentalistic explanatory 
concepts are now much in use again, and have been for some time since 
the occurrence of what is sometimes referred to as the “cognitive revolu-
tion,” but their use has articulate forceful critics (Midgley, 1995; Uttal, 
1998, 2000, 2003). Uttal (2003) summarizes his position as holding “that 
a coherent scientifi c psychology is only capable of describing the trans-
formations that occur between stimuli and responses and not reductively 
explaining them” (p. 13).

The reductive path in psychology also sometimes is from behavior, 
or mental states, to biochemical processes in the brain. Rapidly growing 
interest in neuroscience, spurred by advances in technology that provide 
unprecedented possibilities of observing how activity in different parts 
of the brain correlate with physical and mental activity is testimony to 
the attractiveness of this type of reduction. Some of the assumptions 
that appear to underlie this interest have been challenged (Utall, 2001). 
And descriptions of what is occurring in the brain when one is thinking 
deal with qualitatively different phenomena than the thought itself. As 
Gelernter (1994) puts it, “Neurons are fascinating and fun, but they don’t 
absolve us from the responsibility of understanding thought on its own 
terms” (p. 41).

Reduction is a widely used form of explanation. Perhaps there is 
such a thing as “reductive megalomania,” as Midgley (1995) has called 
it, in which reduction is considered to be the only respectable form of 
explanation. (Midgley’s critique of reduction in psychological theorizing, 
in which she sees the epitome of reductive megalomania, is particularly 
scathing.) But, as Midgley points out, reasoning does not require that 
one give the most economical account of a phenomenon that is conceiv-
able, but only the most economical one that will provide the explanation 
that is needed. When reduction amounts to destroying or ignoring the 
phenomenon of interest, the explanation it provides can hardly be an 
explanation of that phenomenon. Midgley judges reductionism harshly: 
“reduction is never value-neutral, never just aimed at simplicity . . . . it is 
always part of some positive propaganda campaign” (p. 135). The cam-
paign, as I understand this metaphor, is aimed at making the case that 
description at a lower level of analysis is always to be preferred—is bet-
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ter, closer to reality, more satisfying—than description at a higher level. 
But if the phenomenon of interest is not seen at the lower level, only the 
died-in-the-wool reductionist is likely to be fully satisfi ed that it has been 
adequately explained. 

The bottom line regarding reduction as explanation, as I see it, is 
that it has its place, but also its limits. Examining a phenomenon at a 
lower level of analysis can often provide insights into the phenomenon 
that could not be obtained in any other way. On the other hand, it is 
often the case that in going from a higher to a lower level of description, 
the phenomenon of primary interest is lost. That something vital can be 
lost in the process of decomposing something that exists as an integrated 
entity at one level of observation into its constituent parts is beyond 
question, in my view. One typically cannot infer higher-level phenom-
ena from lower-level descriptions, and there is the problem of infi nite 
regress, which is to say that one can never be sure that one has gotten to 
the bottom of the reduction hierarchy, so one can not reasonably hope to 
have an ultimate explanation of anything. Reduction, like the surgeon’s 
scalpel, is to be used with care; it can be revealing, but when used with 
abandon it can kill what one wants most to keep alive. 

Deduction as explanation

As we have seen, a limitation of reductionistic explanations is that they 
often seem to toss the baby out with the bathwater. The most interest-
ing aspects of a phenomenon are nowhere to be seen in descriptions of 
that phenomenon in terms of concepts that are appropriate to a lower 
level of organization. When consciousness, for example, is reduced to 
biochemistry, what we have is the biochemistry of the brain; conscious 
experience has left the picture. To say that what is described at one level 
is essential to the observation of the phenomenon at the higher level is 
to say something important and interesting about the higher-level phe-
nomenon, but for many people, this will not seem like a very adequate 
explanation of it. 

One view of why reduction often fails to yield satisfying explana-
tions is that the lower-level phenomena do not imply—or at least it is not 
apparent that they imply—the higher-level phenomena. Assuming that 
one did not already know of the higher-level phenomenon, observing the 
lower-level phenomena to which it is reduced would not force an infer-
ence of the existence of the higher-level one as a logical consequence.

One may have a stronger sense that A explains B if A implies B—if 
B can be deduced from A. A, in this case, would be seen as a  suffi cient 

RT94878_C006.indd   223RT94878_C006.indd   223 10/4/2007   4:20:06 PM10/4/2007   4:20:06 PM



224 Aspects of Rationality

cause of B. Whenever you have A, you invariably have B as a conse-
quence. According to this view of explanation, sometimes called the 
deductive-nomological view, one explains a phenomenon when one 
deduces it from established laws and principles (Hempel, 1965).

This form of explanation is of special interest in science. Given a 
phenomenon, B, one may ask, from what set of plausible conditions, A, 
could it be deduced? If B, which I have observed to be true, is the conclu-
sion, what are the premises from which it logically follows? The fact that 
I am able to identify a set of premises (or many such sets) from which 
B follows does not, of course, establish the truth of that set (or of any of 
its members), but it may provide one or more hypotheses that deserve 
investigation. The qualifi cation that the set of conditions, A, from which 
B might be deduced be plausible is necessary to rule out the possibility of 
beginning with self-contradictory premises, from which anything can be 
deduced. As Good (1983) points out, the premise 0 = 1 logically implies 
everything, but it is an extremely poor explanation of anything.

It is important here to distinguish among several types of deductive 
explanations. There are those that we believe to be true, because it has 
been possible to obtain compelling evidence, independent of B, of the 
truth of a set of premises, A, from which B follows. For want of a better 
term, let us refer to such explanations as factual explanations. There are 
also deductive explanations that are plausible in that their premises are 
consistent with what is known, but the evidence for their truth is not 
compelling; perhaps they represent one set among others that could be 
true, but are not assuredly so, and evidence that will help settle the issue 
is being sought. These are tentative explanations. There also are “expla-
nations” that are known, or at least strongly believed, to be false. 

One might think the last type of deductive explanation would be 
useless, or worse. But, in fact, such hypothetical explanations, or poten-
tial explanations, as Nozick (1981) calls them, can be useful in expli-
cating alternative ways in which a phenomenon could conceivably be 
produced. Knowing both that if A were true B would follow and that A 
is not true can provide hints as to where to look, or not to look, for other 
conditions from which B would follow and that might be true. 

Scientifi c laws and explanations

When we explain anything we observe, it is in terms of scientifi c princi-
ples that are themselves explained in terms of deeper principles. Following 
this chain of explanations, we are led at last to laws of nature that cannot 
be explained within the boundaries of contemporary science. (Weinberg, 
1994, p. 45)
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Scientifi c laws express relationships between or among variables. Laws 
are descriptive of how nature works and they are extremely useful for 
both theoretical and practical purposes. Discovery of such laws is the 
quest of science. But scientifi c laws are not explanations. Knowledge 
that F = ma is not equivalent to knowledge of why F = ma. Moreover, 
although a law may be a dependable and precise description of some 
aspect of nature, it cannot be considered the cause of the relationship it 
describes.

The discovery of laws that bear some resemblance to each other 
despite the fact that they deal with what appear to be different and rela-
tively independent aspects of nature can be prods to theorizing that will 
show the resemblance to be more than chance coincidence. The law of 
gravitation, as expressed by Newton, has the attractive force between 
two objects varying inversely with the square of the distance between 
the objects. Is it mere coincidence that Coulomb’s laws for the attrac-
tions or repulsions between two electric charges or between two mag-
netic poles also have the strength of the force varying inversely with the 
square of the distance between the objects that carry them? Or is there a 
common explanation of all three phenomena?

Schrödinger’s formulation of his famous wave equation is gener-
ally considered to have been a major advance in scientists’ understand-
ing of the behavior of the electron. Lederman (1993) calls Schrödinger’s 
equation, or more specifi cally, Max Born’s interpretation of it, the most 
dramatic change in our world view since Newton. But is it an explana-
tion? Or, to ask a slightly different question, what does it explain? Miller 
(2003), in refl ecting about the puzzling nature of quantum theory, makes 
this comment regarding what happens to the wave function of an elec-
tron when an observation is made, which, according to the theory, causes 
the state of the electron to change from being potentially everywhere to 
being defi nitely somewhere: “Before the measurement is made, the elec-
tron is in a combination of several quantum states, but the very act of 
measurement is believed—according to standard quantum lore—to put 
it in one particular state. What on earth is the underlying mechanism 
behind this? On this fundamental question, the Schrödinger equation 
and the other fundamental equations of quantum theory are silent” (p. 
128). The laws of quantum mechanics, as represented by Shrödinger’s 
equation illustrate clearly that the discovery or statement of a law can 
raise more questions than it answers. Polkinghorne (1991) describes 
as “the greatest surprise associated with quantum theory . . . . the fact 
that more than sixty years after that theory’s discovery, and despite its 
 brilliant successes, we still cannot agree on how quantum mechanics 
should be interpreted” (p. 88). 
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More generally, scientifi c laws—which succinctly describe discov-
ered regularities in nature—are enormously useful to an understanding 
of how the world works, but the laws themselves beg an explanation. In 
some cases laws describing relationships among physical variables can be 
shown to follow from the operation of other laws that describe relation-
ships among variables at a more detailed level of observation or analysis, 
but this process of reduction always comes to an end and one arrives at 
laws for which science has no explanation. If one has no stomach for 
metaphysics, one, in effect, is forced to settle for the bottom-line “expla-
nation” that that is simply the way things are.

Gardner (2003) captures this limitation of scientifi c laws as expla-
nations very well. “Explanation consists of fi nding a general law that 
explains a fact or a less general law. Why does Earth go around the 
Sun? Because, Einstein revealed, large masses distort space-time, caus-
ing objects to move along geodesic paths. Why do objects take geodesic 
paths? Because they are the shortest paths through space-time. Why do 
objects take the shortest paths? Now we hit a stone wall. Time, space, 
and change are given aspects of reality. You can’t defi ne any of these 
concepts without introducing the concept into the defi nition. They are 
not mere aspects of human consciousness, as Kant imagined. They are 
‘out there,’ independent of you and me. They may be unknowable in the 
sense that there is no way to explain them by embedding them in more 
general laws” (p. 328). Again, “No matter how many levels of generaliza-
tion are made in explaining facts and laws, the levels must necessarily 
reach a limit beyond which science is powerless to penetrate” (p. 330).

Scientifi c theories as explanations

Scientifi c theories have proved to be enormously useful in a variety of 
ways. They provide relatively coherent and self-consistent conceptual 
representations of a wide range of phenomena. They sometimes show 
how phenomena at one level of observation arise as a natural conse-
quence of structures and processes at a more detailed level. More often 
than not, they tend to be reductive in this sense. They establish a basis 
for prediction and control, and these abilities constitute the foundation 
upon which much of technology is built. Scientifi c theories also often are 
considered to be explanations of the phenomena to which they pertain. 
It is this function that is of interest here. We should note, however, that 
predictive validity—the demonstrated ability of a theory to make pre-
dictions, even surprising predictions, that prove to be accurate—is not 
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necessarily the same as explanatory validity. As Kauffman (1995) notes, 
“a table of the tides predicts, but does not explain” (p. 16).

Many scientifi c explanations are both causal and mechanistic in 
the sense that they identify a mechanism that is capable of causing an 
observed effect. Darwin’s theory of natural selection is a case in point. 
Although we usually credit Darwin with the theory of evolution, the basic 
idea was known to a number of his predecessors including his grandfa-
ther, Erasmus Darwin. What Charles Darwin did that went beyond the 
thinking of his predecessors was propose a mechanism—natural selec-
tion—that he believed to be capable of effecting the evolutionary changes 
that had been hypothesized. Berry (1988) draws a parallel between the 
role that mechanism played in establishing the theory of evolution and 
that which it had in the history of the theory of continental drift. The lat-
ter was proposed by Alfred Wegener in 1915 but was not widely accepted 
until the mechanism of plate tectonics was described in the 1960s.

Every explanation has its limitations. Each begins with some givens. 
Darwin’s theory of natural selection, for example, provides a mechanis-
tic account of changes in species over time; it does not explain, however, 
why genes mutate, why all species produce more progeny than the envi-
ronment can sustain, from whence comes the will to survive, or why, if 
fi tness for survival is the basis of selection, the direction of evolution is 
invariably from simpler to more complex forms—bacteria are eminently 
more survivable than people and no organism is as survivable as a rock. 
Selection may be seen as “a necessary consequence of prodigality and 
variability of all species,” as Nogar (1966, p. 77) puts it, but what necessi-
tates that species be so prodigal and variable? Other theories may explain 
what Darwin’s takes as given, but they will have their own givens in 
turn.

Another way to make the same point is to say that theories typi-
cally answer some questions, but in so doing, raise others; they provide 
explanations for specifi c phenomena and relationships but only at the 
expense of introducing ideas that beg explanations themselves. In his 
history of atomic physics, Pais (1986) contends that progress leads to con-
fusion, which in turn leads to progress, and on and on without respite. 
Every major advance creates new problems. The confusions that progress 
produces are not to be deplored; they provide the impetus for work that 
eventually leads to further advance. 

According to current theory, electrons are distinguished by four 
quantum numbers, each of which can have a restricted set of values. In 
1925 Wolfgang Pauli proposed what became known as the Pauli exclu-
sion principle, according to which it is assumed that no two electrons of 
the same atom can have the same set of values of these four numbers. 
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This principle was proposed in order to make sense of the otherwise 
inexplicable behavior of atoms, for example, the fact that all electrons do 
not fall into the lowest possible energy orbital. The principle has consid-
erable explanatory power. In accounting for why the electrons distribute 
themselves in different orbitals, as they do, it accounts also for the rela-
tionships among the atoms as revealed in the periodic table of elements 
and for the ways in which atoms form chemical bonds—why some atoms 
bond and others do not. It explains, in other words, much of chemistry. 
But the principle itself begs an explanation: why do electrons obey it? To 
make chemistry possible? Most scientists would not be happy with such 
a teleological explanation. But what is the explanation? Indeed, what 
would constitute one?

The second law of thermodynamics, according to which the 
entropy—randomness—of any closed system always increases, is at the 
center of one of the most intriguing enigmas of physics and cosmology. 
The fact that some systems become more structured in time is reconciled 
with this law by noting that the increase of order in one part of the uni-
verse is offset, or paid for, by a compensating decrease in another part. 
The form of the payment for increased order is an expenditure of energy, 
which is tantamount to an increase in entropy. Increases in order are 
seen as local phenomena, while the continuous decrease in order, or 
increase in entropy, pertains to the universe as a whole.

What is not accounted for is the existence of order in the fi rst place. 
If the second law of thermodynamics applies to the universe as a whole, 
we are obliged to believe that the orderliness of the universe not only is, 
but always has been, decreasing. But if this is the case, how did the uni-
verse acquire order in the beginning? The odds against this happening 
by chance are so huge as to be unimaginable. In the words of Paul Davies 
(1983), “If the universe is simply an accident, the odds against it con-
taining any appreciable order are ludicrously small. If the Big Bang was 
just a random event, then the probability seems overwhelming (a colossal 
understatement) that the emerging cosmic material would be in ther-
modynamic equilibrium at maximum entropy with zero order” (p. 167). 
Penrose (1979) has estimated the probability of a universe such as the 
one in which we live occurring by chance to be one in 10 to the 10 to 
the 30th. There is little point in trying to imagine the enormity of such 
a number.

Scientists have dealt with this problem in different ways. Some fi nd 
it easy to attribute the existence of the universe to chance, despite the 
infi nitesimally small probability; some do not. Some, in order to make 
room for the universe that we know, assume that during countless eons 
of existence, the universe has realized all possible states of order and 
disorder, including the one in which we fi nd ourselves. According to 
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this view, given infi nite time, the universe will fi nd itself in each of all 
possible states infi nitely often. Still others assume that many, perhaps an 
infi nity, of universes exist simultaneously. What determines which of 
the possible views any particular individual will fi nd to be most plausible 
is very diffi cult to say. It is not possible to select among them on the basis 
of the outcomes of empirical tests. 

It is not unusual in science for a hypothesis to be put forth in order 
to fi ll an explanatory vacuum. The hypothesis of an infl ationary expan-
sion of the universe—according to which the universe expanded at a rate 
greater than the speed of light for a period immediately following the 
Big Bang—is a case in point (Guth, 1981; Guth & Steinhardt, 1984); the 
question it was intended to answer was how parts of the universe too dis-
tantly separated from each other to have been in communication happen 
to have precisely the same temperature (the horizon problem). Another 
is the hypothesis that, contrary to the usual interpretation of the sec-
ond law of thermodynamics, order in the universe is actually increas-
ing, and has been from the beginning (Young, 1986). Others include the 
hypothesized ever-so-slight difference in the abundances of matter and 
antimatter produced in the Big Bang and the Higgs fi eld that has been 
hypothesized to pervade the universe and to be the source of matter’s 
mass. Lindley (1993) argues that each of these hypotheses was intro-
duced to solve an explanatory problem, and that none of them has any 
independent empirical support. With respect to the Higgs mechanism, 
for example, Lindley contends that it was invented for the sole purpose 
of accomplishing a particular end. Moreover, it works, he notes, albeit at 
the expense of introducing some additional theoretical complications.

Scientists do not like the fact that these, and other, hypotheses have 
not yet been shown to be testable directly and they continue to look 
for ways to fi nd evidences for or against them that are independent of 
the phenomena they were invoked to explain. The introduction of new 
concepts has often provided post hoc explanations of previously unex-
plained phenomena or relationships, but theories based on the ability to 
postdict phenomena do not have the same status in science as do those 
that can accurately predict previously unobserved phenomena or rela-
tionships. Nevertheless, ad hoc hypotheses can be enduring and infl u-
ential even in the face of continuing failure of such efforts. For present 
purposes, the question of interest is the extent to which we should think 
of such hypotheses as explanations. Perhaps we should think of them 
as hypothetical explanations, which is to say that they provide possible 
accounts of certain phenomena, they give us what could be reasons for the 
phenomena of interest if the hypotheses are true.

Scientifi c explanations are limited also in the sense that there 
are many situations in life that we wish to understand—to be able to 
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explain to ourselves or others—that do not lend themselves to investi-
gation by controlled experimentation or other standard scientifi c tech-
niques because they are one-time events and will never precisely recur. 
Nagel (1995), who makes this point, contends that this does not mean 
that explanation of such events is impossible, but only that it cannot be 
sought by usual scientifi c methods. In the case of human behavior, for 
example, an inability to run controlled experiments does not preclude 
trying to make internal sense of what people do, trying to see how their 
behavior might appear justifi ed from their point of view.

Whatever the limits of scientifi c explanation are, they are not seri-
ous impediments to scientifi c progress, at least if progress is equated with 
an increasing ability to predict and control both natural and artifactual 
phenomena. It is not necessary to understand why the force of grav-
ity works, or even what it is in any deep sense, in order to appreciate 
that it does work, to predict its effects in specifi c situations, and to apply 
this knowledge in many practical ways. Kline (1953) puts the matter 
this way: “Just as Newton’s laws of motion furnished scientists with the 
means of working with matter and force without explaining either, so 
Maxwell’s equations have enabled scientists to accomplish wonders with 
electrical phenomena despite a woefully defi cient understanding of their 
physical nature. The quantitative laws are all we have in the way of a 
unifying, intelligible account. The mathematical formulas are defi nite 
and comprehensive; the qualitative interpretation is vague and incom-
plete” (p. 319).

In general, scientifi c theories have proved to be extremely effective 
in providing representations of phenomena, and especially of cause-
effect relationships, that greatly enhance our ability to predict and con-
trol many aspects of the world. They help us understand phenomena in 
the sense of being able to see relationships that would be obscure if not 
impossible to see apart from the theoretical representations that science 
has produced. We may think of such theories as limited explanations of 
the phenomena to which they pertain, but the fact of their limitations 
deserves emphasis because it is easily overlooked. 

Proofs as explanations

A mathematical proof is an explanation of sorts. Its effectiveness depends, 
as does that of all explanations, not only on its cogency, but on the abil-
ity of the individual to whom it is given to comprehend it. Some proofs 
seem to have more explanatory power than others. An illustration of this 
point comes from Steiner (1978, cited in Harman 1986, p. 73). Consider 
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the two following proofs of the theorem that states that the sum of n 
consecutive positive integers beginning with 1 equals n(n + 1)/2.

Proof 1. The theorem can be proved by mathematical induction if (a) the 
theorem can be shown to hold for n = 1 and (b) it can be shown that, if the 
theorem holds for any given number n, it also holds for the next number 
n+1. This can be done as follows: If n=1, the theorem holds, since 1 = (1 x 
2)/2. Furthermore, if we assume the theorem holds for any given n, we can 
show it holds for n+1, for then

    1 + 2 + . . . . + n + (n + 1) = n(n + 1)/2 + (n + 1)
      = n(n + 1)/2 + 2(n + 1)/2
      = (n + 1)(n + 2)/2
 QED.

Proof 2: We can add the series of numbers from 1 to n to itself reversed, in 
the following way:

 1 +  2 + . . . . + (n – 1) + n
 n + (n – 1) + . . . . + 2 + 1
 (n + 1) + (n + 1) + . . . . + (n + 1) + (n + 1)

Since the series 1 through n has been added to itself, the resulting 
sum, which is equivalent to (n+1) added n times, or n(n +1), obviously 
equals twice the sum of the integers in the series, so the sum of the inte-
gers must equal n(n + 1)/2. As Harman points out, this proof seems more 
explanatory than the fi rst; it makes the theorem intelligible in a way the 
fi rst does not. Further, the second proof is structured in such a way that 
it could facilitate discovery of the theorem, whereas the fi rst one can be 
constructed only after one knows what the theorem is. 

A mathematical proof is an explanation in the sense that it answers 
the question of why the asserted relationship—the theorem—is true. It 
lays out in detail a chain of reasoning that gets one from what is already 
known or assumed—the axioms of the system, other previously proved 
theorems—to the theorem in question. Whether a proof constitutes an 
explanation in the sense of being “something one grasps or understands 
that makes things more intelligible, comprehensible, or coherent” (Har-
man, 1986, p. 67), depends in part of course on whether the explainee 
has the knowledge requisite to grasp it. Determining whether a proof has 
really been grasped is not always a simple matter, as is evidenced both by 
the many examples of proofs that have been taken to be valid by math-
ematicians for many years, only eventually to be shown to be faulty, 
and by the fact that mathematicians often disagree as to the validity of 
proposed proofs in specifi c instances. 
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Analogies as explanations

It is natural to try to explain what is unfamiliar in terms of what is 
familiar. If we know little about A and much about B, to be informed 
that A is like B in specifi c respects is to learn something about A. Des-
cartes believed analogies to be indispensable to scientifi c explanation. “I 
claim that they [analogies] are the most appropriate way available to the 
human mind for explaining the truth about questions in physics; to such 
an extent that, if one assumes something about nature which cannot be 
explained by an analogy, I think that I have conclusively shown that it is 
false” (quoted in Barrow, 1990, p. 97).

One need not go this far to accept the idea that analogies can be 
very useful as aids to explanation, at least insofar as explanation is taken 
to connote whatever will make something more readily understandable. 
But their use is risky unless one is careful to make their limitations in 
particular instances clear. The danger is that people who are unaware of 
the limitations of an analogy will assume that because A and B are alike 
in certain specifi ed respects, they are alike in other respects also, and 
such an assumption may not be justifi ed. 

Specifi c analogies can be compelling to some observers while 
appearing to others to be misleading. The point is illustrated by the anal-
ogy that has been drawn between the workings of electronic computers 
and those of the human mind. Many researchers have considered this 
analogy to be helpful in their attempt to understand cognition. There 
is the countervailing view that the analogy is misleading in fundamen-
tal ways. Nagel (1986), for example, takes this position: “Eventually, I 
believe, current attempts to understand the mind by analogy with man-
made computers that can perform superbly some of the same external 
tasks as conscious beings will be recognized as a gigantic waste of time. 
The true principles underlying the mind will be discovered, if at all, only 
by a more direct approach” (p. 16). I quote Nagel here not to endorse the 
statement, but to provide an illustration of a cautionary view regarding 
the explanatory value of an analogy in a specifi c context. 

Explanations and beliefs

Several investigators have shown that when people are asked to explain, 
or to imagine, why a hypothesis might be true or why a possible event 
might occur, they tend to become more convinced that the hypothesis is 
true or that the event will occur, especially if they have not given much 
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thought to the hypothesis or event before (Campbell & Fairey, 1985; 
Fiedler, 2000; Hirt & Sherman, 1985; Sherman, Zehner, Johnson, & Hirt, 
1983). In one study, people were asked to explain why a particular event 
had occurred, and when, after having produced an explanation, they 
were informed that the event did not occur; they still considered the 
event more “likely” than did others who were not asked to explain why 
it might occur (Ross, Lepper, Strack, & Steinmetz, 1977). 

Koehler (1991), who has reviewed much of the work on how expla-
nations infl uence beliefs, suggests that producing an explanation is not 
the critical factor, and that simply coming up with a focal hypothesis is 
enough to increase one’s confi dence in it. Anything, he contends, that 
induces one to accept the truth of a hypothesis temporarily will increase 
one’s confi dence that it is true in fact. Adoption of a conditional reference 
frame—in which a focal hypothesis is assumed to be true—infl uences 
subsequent hypothesis evaluation processes in three ways, Koehler sug-
gests: it affects the way the problem is perceived, how relevant evidence 
is interpreted, and the direction and duration of information search. It 
appears that once having adopted a conditional reference frame, one’s 
subsequent treatment of incoming data is biased in favor of that frame. 
This conclusion gets support from the fi nding that when people were 
asked to generate reasons for expecting a specifi ed event and reasons 
against expecting it, those who generated the for reasons fi rst and the 
against reasons later considered the event more probable than did those 
who generated the for and against reasons in the opposite order (Hoch, 
1984). Koehler likens the phenomenon to that of mental set or fi xedness 
that is sometimes described in discussions of problem solving. 

Superstition 

Superstitions, like scientifi c theories, are motivated by our need for 
explanations. And, in a perverse sort of way, superstitions, like other 
explanations, increase the order in one’s life; they decrease the apparent 
uncertainty and make events seem more predictable. They help those 
who hold them to account for otherwise unaccountable happenings: 
things went badly today because it was Friday the 13th; I won the door 
prize because I had found a four-leaf clover . . . . They also can give one a 
sense of control over one’s destiny; If I am careful to observe the right 
rituals, carry the proper charms, and avoid the bad luck omens, every-
thing will be fi ne. 

This view is diffi cult to discredit, because no matter what happens, 
good or bad, one who wishes to do so can always account for events after 
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they happen in terms of the assumed causes of good and bad luck. If I 
believe that carrying a rabbit’s foot will bring me good luck, I can rein-
force that belief by giving special attention to those occasions on which 
I carried the foot and had good luck and those occasions on which I did 
not carry it and had bad luck. In doing this I would be biasing my obser-
vations in favor of supporting my belief. To evaluate my belief fairly, I 
should pay equal attention to those occasions on which I did not carry 
the rabbit’s foot but had good luck anyway, and those occasions on which 
I did carry it and had poor luck; evidence suggests that we are likely to be 
less than completely objective about such matters When reminded that I 
have had good luck on days when I had left my rabbit’s foot at home and 
bad luck on days when I had it in my pocket, I might be forced to admit 
that my charm does not work perfectly, but protest that I am grateful for 
the times it does work. Or, I might even take the occasion to point out that 
it is the exception that proves the rule. 

We sometimes look condescendingly on the superstitions of our pre-
decessors (more accurately, on those beliefs of our predecessors that we 
now consider to have been superstitions) and assume that our enlight-
ened age is beyond all that, but what is the evidence that our age is any 
less superstitious than any preceding one? People living now probably 
come in contact daily with more phenomena they do not understand 
than did their predecessors of centuries or millennia ago. Many of the 
enigmas of today are the products of technology. It is doubtful that the 
average person understands at a very deep level how a radio works or a 
television or even a telephone. Electricity is a great mystery. The com-
puter is only the latest artifact to appear on the scene the inner workings 
of which most people do not begin to comprehend. 

To say that we do not understand these things is not to suggest that 
we are necessarily frightened by them or even overly impressed with 
them; we get used to them, learn how to use them, and come to take 
them for granted. More to the point, we invent our own theories (super-
stitions?) about how they work. We live in a more complicated world 
than did our forbearers. There is more to know, and, consequently, more 
about which to be uninformed, and perhaps superstitious. 

Causal Attribution

One view of what it means to explain an event or phenomenon is to 
identify its cause. Attribution theory has to do, at least in part, with the 
identifi cation of causes of effects; we observe effects and attribute them 
to inferred causes (Heider, 1944; Kelley, 1967, 1971, 1972, 1973; Orvis, 

□
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Cunningham, & Kelley, 1975; Weiner, 1985; Weiner, Frieze, Kukla, Reed, 
Rest, & Rosenbaum, 1972). The effects to which attribution theory has 
been applied are primarily forms of human behavior. 

Attribution theory has some relevance to moral judgments because 
the degree to which people are held morally responsible for their actions 
depends on such factors as the degree to which they, as opposed to situ-
ational variables, caused the actions and are believed to have intended 
the actions to have the consequences they had. Actions with desirable 
effects are considered praiseworthy and actions with undesirable effects 
blameworthy only when they are attributed to individuals rather than 
to external factors (Shaw & Reitan 1969; Sosis, 1974; Weiner & Kukla, 
1974). The imputation of moral goodness or badness to an act involves 
the intentions of the actor, at least as much as the consequences of the 
act. Even young children use this principle in making such judgments 
(Suls & Gutkin, 1976).

Causal versus statistical explanation

A distinction is often made between causal and statistical explanation, 
and it is an especially important one as it relates to the use of explanation 
in science. Generally speaking, a causal explanation of a phenomenon of 
interest is preferred, and a statistical one is used if an adequate causal one 
cannot be constructed. 

Whether a statistical explanation of a phenomenon is satisfying may 
depend on one’s perspective. Consider, for example, the case of a town 
that notices an unusually high incidence of cancer among its residents. 
From the perspective of the townsfolk, it seems eminently reasonable to 
seek a causal explanation of the unusual rate. Is it because of pollutants 
in the air or water from local industries? Is it because of unusually high 
exposure to electromagnetic radiation in some form? Do the townsfolk, a 
large percentage of whom have a common ethnic heritage, have a higher 
than average genetic propensity to develop cancer? If a causal explana-
tion can be found, perhaps some remedial action can be taken to lower 
the rate. 

From the perspective of an epidemiologist, the fact that some towns 
have an unusually high incidence of cancer is not surprising; it would 
be surprising if this were not the case. If one assumes that where cancer 
strikes is completely random, the expected percentage of towns of a given 
size that will have an unusually high incidence of cancer (where unusu-
ally high is specifi ed precisely) can be calculated. Many, if not most, of 
the cases of clustering of cancer that initially appear to be signifi cant in 

RT94878_C006.indd   235RT94878_C006.indd   235 10/4/2007   4:20:09 PM10/4/2007   4:20:09 PM



236 Aspects of Rationality

a statistical sense turn out to be naturally occurring spikes in incidence. 
Kase (1996) notes that “probability theory suggests that 17 percent of the 
29,000 towns or census tracts in the U. S. will have at least one of the 
80 recognized types of cancer elevated in any given decade, producing 
4,930 chance clusters [of cancer cases]” (p. 86). Of course, the fact that 
high-incidence areas are expected to occur on a chance basis may pro-
vide little comfort to people who fi nd themselves living in one of those 
areas, especially if they strongly suspect that they can identify an agent 
that could cause an unusually high rate.

Consider the case of investing or speculating in the stock market. 
If one assumes that success at predicting the probable price changes in 
individual stocks is largely a matter of chance, one expects the perfor-
mance of fund managers to be more or less randomly distributed around 
a mean that refl ects the total market’s behavior over any given period of 
time. In fact, this appears to be the situation (Bernstein, 1996; Malkiel, 
1985; Shiller, 2000; Taleb, 2004). It is hardly surprising to fi nd portfolio 
managers who happen to do well during a particular period to wish to 
attribute their success to insightful choices and for those who do poorly 
to blame bad luck. The fact that the good performance could be as eas-
ily based on chance as can the poor performance is not generally played 
up very much. Taleb (2004) speaks of what he calls the survivorship bias. 
People who do well as portfolio managers survive and become perceived 
as good managers, the assumption being that they have done well because 
they are good. Taleb argues that an alternative plausible hypothesis is 
that their success was the consequence of randomness in the market—
some had to be on the right tail of the distribution and they happened to 
be the ones who were. 

Explanation as identifi cation of cause

There are three creative ideas which, each in its turn, have been central 
to science. They are the idea of order, the idea of causes, and the idea of 
chance. (Bronowski, 1951/1982, p. 18)

During the 1990s, the rate of serious crime—homicide, burglary, and 
robbery—fell by over 40% in the United States (Rosenfeld, 2002, 2004). 
Clearly, we would like to know what caused such a dramatic and welcome 
decline. If the cause, or causes, could be identifi ed, measures might be 
devised to perpetuate it, or at least to inhibit a reversal of the trend. Not 
surprisingly, several hypotheses have been offered as explanations of the 
phenomenon, none of which has yet carried the day. It seems likely that 
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a compelling explanation will recognize the interplay of several factors. It 
is to be expected, too, that many people will see evidence in the data for 
the effectiveness of whatever public policies they promote or favor. 

Bronowski (1951/1982), who sees cause as one of the truly great 
and infl uential ideas in science, says this about it. “Like other great prin-
ciples of science, such as the principles that nature is rational and is uni-
form, its sanction is metaphysical. In effect this means that it is a working 
rule based on our experience of the past and on the way that we organize 
our lives on that experience in order to meet the future. Our conception 
of cause and effect is this: that given a defi nite confi guration of wholly 
material things, there will always follow upon it the same observable 
event” (p. 45). In Bronowski’s terms then, explaining by identifying a 
cause means specifying the confi guration of things that will ensure the 
occurrence of that which is to be explained. 

The idea of cause implicit in this view is that of suffi cient cause: a 
suffi cient cause is one that suffi ces to guarantee the effect; it carries the 
idea of inevitability. This is to be distinguished from a necessary cause, 
which is a cause that may not be suffi cient, by itself, to guarantee the 
effect, but without which the effect cannot be obtained. We may make a 
further distinction to recognize also the possibility of a contributing cause, 
which would be a cause that is neither suffi cient nor necessary to realize 
the effect but increases the probability of its occurrence. Contributing 
causes are easily taken to be suffi cient or necessary when they are not.

The idea of cause does not solve the problem of infi nite regress 
in explanation, because causes that are invoked to explain effects can 
themselves be viewed as effects that need to be explained. What causes 
the resistance I feel when I try to push this heavy object? Inertia. So what 
causes inertia? . . . . Parents understand this phenomenon. I suspect it is 
an unusual one who has not on more than one occasion resorted to the 
imperial “because I say so” to terminate a sequence of “whats” or “whys” 
that got intolerably long. 

Especially as a consequence of the considerable attention that has 
been given recently to mathematical chaos, we are coming to realize 
that the best of causal explanations are woefully incomplete; it is simply 
not possible to trace any event to the total myriad antecedent factors of 
which it is the confl uence. Ekeland (1993) expresses this notion color-
fully: “To try to isolate the causes of an event that has affected us is a 
necessarily limited venture; if pushed to an extreme, we might fi nd our-
selves investigating the movement of electrons on Sirius. We can only 
apprehend a small piece of the vast universe at a time, and we don’t 
know when what we’ve forgotten is more important than what we see” 
(p. 122). Any causal explanation must be taken as an approximation that 
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takes account of only the most immediate precursors of the event that is 
to be explained and then undoubtedly in incomplete terms. 

Explaining versus naming

A vague idea is not clarifi ed by giving it a name. (Columbia Associates in 
Philosophy, 1923, p. 292)

Another problem with causal explanations is the ease with which the 
naming of a phenomenon can be taken as the identifi cation of the cause 
of the phenomenon. When one attributes evolutionary changes in species 
to mutations, the combining of elements to chemical affi nities, the ten-
dency to pick fi ghts to a quarrelsome nature, what has one done beyond 
putting a label on that which needs to be explained? When we say that 
planets maintain their orbits because of the gravitational attraction of the 
sun, have we done anything more than acknowledge the fact that celes-
tial bodies attract each other? Or when we attribute the failure of the 
protons of an atomic nucleus to repel each other to the effect of the strong 
nuclear force, have we explained anything? To be sure, the strong nuclear 
force was postulated just so as to account for the stability of the nucleus, 
which was inexplicable otherwise, but in what sense does invoking this 
idea constitute an explanation of the phenomenon of interest? 

A related problem involves appropriating a word that has acquired a 
relatively precise meaning in one context and using it as an explanatory 
construct in a different context. Evolution, for example, has a relatively 
precise meaning when applied to the changing of species by variation 
and natural selection. There is considerable converging evidence for the 
reality of this process in this context. The word has been used, however, 
to “explain” how life originated (how nonliving matter evolved into liv-
ing matter), how the psychosocial properties of human beings developed, 
indeed, how the universe came to be what it is. All of these applications 
of the term require a defi nition that differs suffi ciently from the one 
that is appropriate when applied to the evolution of species that one may 
question the advisability of even using the same term (Nogar, 1966). 

Newton’s law of gravitational force of attraction was a great synthe-
sis because it applied the same law to falling bodies and tides on earth 
and to the motions of bodies in the heavens. By attributing such dispa-
rate motions to a common force, the law unifi ed under a single construct 
phenomena that would otherwise be seen as unrelated. But in what 
sense is the idea of gravitational force an explanation of the phenomena 
to which it pertains?
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Newton himself was perplexed by the concept and saw it as in need 
of an explanation itself. The idea of action at a distance was not acceptable 
to him and it appears that he assumed the eventual explanation would 
reveal the way in which the action is mediated: “that one body may act 
upon another at a distance through a vacuum, without the mediation 
of anything else . . . . is to me so great an absurdity that I believe that no 
man, who has in philosophical matters a competent faculty for think-
ing, can ever fall into it” (quoted in Bertotti, 1977, p. 93). The force of 
gravity was not in Newton’s mind an explanation of anything, but was 
rather a generalization about the way the world works that begged to 
be explained. His reservations were shared by other scientists of the 
day, like Leibniz and Huygens, who were critical of the theory’s lack of 
explanatory power.

Newton’s specifi c problem with the concept of gravity was the 
implied principle of action apart from some medium of that action, the 
idea that bodies separated in space could affect each other in the absence 
of some material vehicle for transporting the infl uence from one body 
to the other. But suppose one had no diffi culty with this idea, or sup-
pose someone discovers the existence of particles that can mediate action 
between bodies separated in space, does “the force of gravity” now become 
a more adequate explanatory construct? One must wonder. “Gravity is 
what it is; and it cannot be explained in simpler terms or by an appeal 
to the more elementary constituents of matter. We are acquainted with 
gravity through its effects; we understand gravity by means of its math-
ematical form. Beyond this, we understand nothing” (Berlinski, 2000, 
p. 142). More generally, are explanations ever more than restatements of 
principles or relationships? Are they ever more than alternative ways of 
describing phenomena?

Consider the fundamental idea underlying quantum mechanics, 
the notion that electrons have quantized orbits, or energy levels, includ-
ing minimum, or ground, levels below which they cannot fall. This idea 
was originally introduced to account for the stability of atoms—given 
that atoms have positively charged protons in their nuclei and negatively 
charged electrons surrounding those nuclei, the fact that they do not col-
lapse as a consequence of the attraction between unlike charges was a 
great mystery. Niels Bohr dispelled the mystery by introducing the idea of 
quantized orbits. But is this an explanation of why atoms do not collapse? 
Is it more than an alternative description of the fact of their stability?

We fi nd it easy to fool ourselves into believing that something has 
been explained when it has really only been labeled or described, espe-
cially if the label sounds scientifi c or the description is given in technical 
terms. We can convince ourselves that we have made progress in our 
understanding of nature when, in fact, all we have done is substitute in 
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our descriptions currently acceptable words for currently unacceptable 
ones. Chesterton (1908/1959) has derided this particular form of self-
deception. “All the terms used in the science books, ‘law,’ ‘necessity,’ 
‘order,’ ‘tendency,’ and so on, are really unintellectual, because they 
assume an inner synthesis, which we do not possess. The only words 
that ever satisfi ed me as describing Nature are the terms used in the fairy 
books, ‘charm, ‘spell,’ ‘enchantment.’ They express the arbitrariness of 
the fact and its mystery. A tree grows fruit because it is a magic tree. 
Water runs downhill because it is bewitched. The sun shines because it is 
bewitched. I deny altogether that this is fantastic or even mystical. . . . . this 
fairy-tale language about things is simply rational and agnostic” (p. 53).

One need not agree entirely with Chesterton’s position to see the 
point of his comparison or to recognize the ease with which the use of 
terminology that is currently in fashion in science can be mistaken for 
deep understanding of that to which the words refer. And the fact that 
the words that are used to describe phenomena change over time does 
not necessarily demonstrate that the phenomena have become more 
deeply understood or better explained. “You say you want an explana-
tion of Einstein’s theory of relativity. What kind of explanation? In terms 
of words of the Anglo-Saxon period and therefore with very nearly the 
concepts prevalent at that time? In terms of the language of the 17th cen-
tury and therefore with concepts prevalent about the time of Newton? 
In terms of the language of, say, 1900? In modern technical terms? In 
modern mathematical symbolism? All these would represent attempts at 
explanation but how successful could they possibly be?” (Calder, 1964, 
quoted in Dubos, 1970, p. 213). Diffi culty with the idea of causal explana-
tion was one of the motivating factors in the emergence of logical positiv-
ism. Comte (1842/1988) argued that it was futile to attempt to fi nd causal 
explanations for the lawful relationships discovered by science; all one 
could reasonably aspire to was the discovery of the laws themselves. 

If we are to take seriously the idea that to explain is to elucidate 
or to present something in such a way that it will be understood, we 
must recognize that what constitutes an explanation for one person may 
not serve an explanatory function for another; what constitutes an ade-
quate explanation must depend in part on what the person to whom it is 
addressed already knows about the subject. We must recognize the pos-
sibility of having more than one explanation for any given thing. And 
we must see that one can believe one has gained an understanding of 
something when in fact one has not. 

Independently of how close we may hope to come to getting a con-
cept of explanation that would be satisfying from a philosophical point 
of view, we can recognize that, looked at pragmatically, an explanation 
is adequate if it serves its intended purpose. An explanation that suffi ces 
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for one purpose may not do so for another. “Explaining” the constancy 
of the earth’s orbit about the sun by attributing it to the force of gravity 
suffi ces, for example, to equate the force that has this effect with the one 
that causes ocean tides to rise and fall twice a day and puts a limit on how 
high a person can jump; and it provides a basis for dazzling technological 
accomplishments—but it offers little to the individual who would like to 
understand, in some nontrivial sense, what a force is and, in particular, 
the nature and basis of the one we call gravity. Perhaps description is all 
that can reasonably be expected of science—description in the form of 
generalizations expressed as laws, quantitative insofar as possible, that 
provide the basis for prediction and control. 

The fundamental attribution error

Some causal explanations identify inanimate entities as causes; oth-
ers—especially explanations of human behavior—sometimes identify 
as causes purposes, goals, intentions and the like. A distinction that is 
widely acknowledged in connection with attribution theory, is between 
individuals and situations as causes of behavior. 

Individuals versus situations as causes of behavior

Attribution theory, in the broadest sense, is a body of ideas resulting 
from efforts to explain human behavior in a variety of contexts. A pri-
mary objective of attribution theorists has been to determine the condi-
tions under which particular acts will be attributed to individuals and 
those under which they will be attributed to other factors, such as the 
situations in which the individuals fi nd themselves. Whether an act is 
attributed to an individual or to a situation appears to depend on such 
factors as whether the individual is believed to engage consistently in the 
behavior in question in similar situations, and whether people in general 
are believed to engage in that behavior in those same situations. The 
individual is viewed as the cause of the behavior to the degree that that 
individual exhibits that behavior in a given situation while other people 
do not; the situation is viewed as the cause to the degree that many 
people would be expected to exhibit the same behavior in that situa-
tion. Success or failure on a specifi c undertaking may be attributed to a 
person’s effort or lack thereof, or to situational circumstances beyond the 
person’s control.

In many cases it is possible to view things either way and differ-
ent observers will attribute effects to causes differently. However, many 
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people seem to be more inclined, in general, to make one type of attribu-
tion than the other (Lefcourt, 1972; Rotter, 1966). What has been called 
the fundamental attribution error, or sometimes the fundamental error of 
social perception, is the tendency to attribute behavior primarily, if not 
exclusively, to an individual’s dispositions or personality traits and to 
overlook possible situational determinants of that behavior (Bierbrauer, 
1973; Jones, 1976, 1979; Jones & Davis, 1965; Jones & Harris, 1967; 
Mischel, 1968; Ross, 1978; Ross & Anderson, 1982). Nisbett and Ross 
(1980) believe that socialization in our culture produces a preference for 
dispositional over situational attributions of behavior. 

As to why this should be so, one possibility is that in attributing 
behavior to dispositions or personality traits, we make it more predict-
able—at least in some instances—than it otherwise would be and thereby 
simplify our view of the world. The belief that behavior is largely dispo-
sitionally determined, coupled with the knowledge that a particular per-
son has a particular disposition, provides a basis for inferring how that 
person will act in many specifi c situations. To the extent that behavior 
is dispositionally determined, such attribution-based expectations may 
be accurate and thus facilitate communication and social exchange. The 
assumption underlying the notion of a fundamental attribution error is 
that behavior is less dispositionally determined—is more determined 
by situational factors—than it is generally perceived to be. No one, to 
my knowledge, argues that dispositional variables are not determinants 
of behavior; the claim is only that their role is generally overweighted 
whereas that of situational variables is not given the weight it deserves. 

Overcoming the fundamental attribution error has been seen as a 
major developmental challenge for adults (Blanchard-Fields, 1986); sev-
eral studies have provided evidence that efforts to sensitize people to the 
importance of situational factors in specifi c cases often fail to dissuade 
them from electing to attribute behavior to dispositional causes (Dar-
ley & Batson, 1973; Jones, 1979; Pietromonaco & Nisbett, 1982; Safer, 
1980; Snyder & Jones, 1974). Some investigators have reported success in 
decreasing the magnitude of the fundamental attribution error by moti-
vating people, in one or another way, to make accurate attributions (Pit-
tman & D’Agostino, 1985; Tetlock, 1985).

One account of the general tendency to underweight the role of 
situational variables as determinants of others’ behavior holds that the 
situational variables are obscured by the salience of the behavior itself. 
Heider (1958) argues that, in general, behavior is so salient that it tends 
to obscure the fi eld in social perception. Holland, Holyoak, Nisbett, and 
Thagard (1986) endorse the same idea. Increasing the visual prominence 
or salience of individuals in social situations appears to increase the like-
lihood that those individuals will be identifi ed as causal agents when 

RT94878_C006.indd   242RT94878_C006.indd   242 10/4/2007   4:20:11 PM10/4/2007   4:20:11 PM



Explanations 243

observers are asked to account for specifi c events (McArthur & Post, 
1977; McArthur & Solomon, 1978; Taylor & Fisk, 1975, 1978; Taylor, 
Fisk, Close, Anderson, & Ruderman, 1979). 

Holland, Holyoak, Nisbett, and Thagard (1986) contend that people 
tend to overestimate the stability of social behavior and to account for the 
behavior of individuals in terms of individuating information even when 
that information is weak, rather than in terms of information regarding 
social groups to which individuals belong. They point out the consis-
tency of this fi nding with the claim that people often discount base-rate 
information when making probabilistic judgments. “Even useless infor-
mation about an individual serves to distract people from using infor-
mation about group membership that they believe to be relevant to the 
required judgment . . . . in general, it appears that individuating informa-
tion, whether diagnostic or nondiagnostic, has substantial power to over-
ride default assumptions based on category membership” (Holland et al., 
1986, p. 219; see also Nisbett, Zukier, & Lemley, 1981). Somewhat para-
doxically, it appears that people may sometimes be even more likely to 
attempt to make use of nondiagnostic information that is available when 
they are highly motivated to be accurate (Tetlock & Boettger, 1989).

The picture may be obscured by the tendency of people to bring 
certain biases to the task of identifying causes of behavior and to be rela-
tively unaffected by information regarding the commonality or rareness 
of the behavior in question (Kunda & Nisbett, 1986; McArthur, 1972; 
Miller, Gillen, Schenker, & Radlove, 1973; Nisbett, Borgida, Crandall, & 
Reed, 1976). Knowledge of the commonness of a specifi c response in a 
given situation does not necessarily evoke identifi cation of the situation 
as its cause. Several of the experiments conducted by Nisbett, Borgida, 
Crandall, and Reed (1976) involved attempts to modify states of depres-
sion by providing depressed subjects with information (sometimes false) 
regarding the commonality of depression among other people in their 
same situation, and giving them a reason for the depression external to 
themselves. The approach did not work. The failure of people to make 
much use of consensus information, Nisbett et al. suggest, is analogous 
to the failure of people to pay much attention to base rate information in 
their predictions about category membership. 

Nisbett and Ross (1980) take exception to much of the theorizing 
about attribution bias that attributes the bias to motivational as opposed 
to cognitive factors. They contend that, on the whole, investigators have 
been too quick to attribute the behavior of participants in experimen-
tal situations to motivational biases when there were equally plausible 
alternative interpretations of the fi ndings. Among the cognitive sources 
of errors in causal attribution, they note the following: “(a) overreliance 
on the representativeness heuristic and on a priori theories of doubtful 
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validity, (b) overreliance on the availability heuristic, (c) use of simplistic 
and ‘overlyparsimonous’ criteria for causal attribution, (d) absence or 
weakness of certain normatively appropriate causal analytic schemas, 
and (e) intrusion of causal theories applicable to one domain into other 
domains to which they are inapplicable and misleading” (p. 114–115). 

Attribution in accounting for own behavior

There is some evidence that people are better at fi nding situational fac-
tors to account for their own behavior, or that of a member of a group 
to which they belong, than when it is that of others, and especially of 
members of groups to which they do not belong (Jones & Nisbett, 1972; 
Jones, 1976; Krueger, Ham, & Linford, 1996; Nisbett, Caputo, Legant, 
& Marecek, 1973; Pettigrew, 1979). This is sometimes referred to as the 
actor-observer bias. The tendency to attribute one’s own behavior to situ-
ational factors, as distinct from character traits, is especially apparent 
when the behavior one is attempting to explain is behavior for which one 
would prefer not to take credit (Snyder & Higgins, 1988). Explanations of 
lateness in completing projects are more likely to cite situational factors, 
for example, when people are explaining their own tardiness than when 
they are explaining that of others (Buehler, Griffi n, & Ross, 1994). When 
asked to produce reasons why future positive events might or might not 
occur, people tend to attribute positive outcomes to personal factors and 
negative outcomes to situational ones (Hoch, 1985).

Kipnis (1984, 1993, 1997) found evidence that the tendency of peo-
ple to take responsibility for the work they do is infl uenced by the type of 
technology they use. After Faunce (1981), he distinguishes three stages 
of technological development—craft technology, mechanized technol-
ogy, and automated technology—and argues that people are more likely 
to see themselves as responsible for the work they do if they use craft 
technology than if they use a more advanced type of technology. Use 
of craft technology appears also to be associated with higher feelings 
of competence and satisfaction (Gutek & Winter, 1990; Stern & Kipnis, 
1993). The relationship between feeling of competence and satisfaction 
and level of technology used is not simple, however; it depends somewhat 
on whether the technology use is voluntary or required (Stern & Kipnis, 
1993), and whether the focus is on work per se or on the outcomes of the 
work (Florman, 1981). 

People sometimes attempt to maintain a positive self-image despite 
poor performance in a given situation by seeking evidence that other peo-
ple have performed poorly in the same situation, so as to justify attrib-
uting their own poor showing to the situation rather than to personal 
inadequacies, or to fi nd a way to discredit the poor performance evalua-
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tion (Frey, 1981; Frey & Stahlberg, 1986; Pyszczynski, Greenberg, & Holt, 
1985; Pyszczynski, Greenberg, & LaPrelle, 1985). And when they are out-
performed by others, they may look for ways to perceive the activity as 
irrelevant or inconsequential (Tesser, 1986; Tesser, & Campbell, 1983). 

Such fi ndings have led to the idea that, in addition to a fundamental 
attribution error, which applies primarily to attributions of other people’s 
behavior, there exists a self-serving attributional bias, which reveals itself 
in a tendency to make dispositional attributions for one’s own successes 
and situational attributions for one’s own failures (Bowerman, 1978; 
Pyszczynski & Greenberg, 1987; Snyder, Stephan, & Rosenfi eld, 1978; 
Streufert & Streufert, 1969)—which is to say a tendency to credit one’s 
successes to one’s self while blaming one’s failures on circumstances 
beyond one’s control. Greenwald (1980) coined the term beneffectance to 
connote this phenomenon. The tendency is sometimes expressed in the 
form of behavior that appears to be intended to provide one with an 
excuse for performing poorly in a specifi c situation (say an academic test) 
(Arkin & Maruyama, 1979) or to make mediocre performance look good 
because it is above expectations (Berglas & Jones, 1978; Jones & Berglas, 
78; Pyszczynski & Greenberg, 1983; Tucker, Vuchinich, & Sobell, 1981). 
The tendency to take more credit for successes than for failures appears 
to be the stronger the greater the importance of the behavior in question 
to the individual (Miller, 1976; Nicholls, 1978).

Probably most of us will fi nd it easy to accept the generalization 
that we are likely to attribute decisions and actions that turn out well to 
intelligence, cleverness, carefulness, courage and other character traits 
and personal qualities we would like to think we possess, while blam-
ing those that turn out poorly on circumstances beyond our control. It 
appears, however, that how we account for our own successes and fail-
ures can be infl uenced to some degree by our emotional state: when 
we are happy, we tend to attribute our successes to our ability and our 
failures to bad luck, whereas when we are sad we are more likely to do 
the reverse (Forgas, Bower, & Moylan, 1990). On balance, the evidence 
suggests that we are not very good at identifying the causes of our own 
behavior (Nisbett & Wilson 1977a, 1977b; Wilson & Nisbett, 1978).

Is the fundamental attribution error an error?

The heading for this major section refers to attribution “error,” and I have 
used this term in the discussion. It must be pointed out, however, that 
studies of attribution typically have not included efforts to determine 
whether, or under what conditions, the attributions people make are 
empirically accurate (Ross & Fletcher, 1985); rather the focus has been 
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on identifying the factors that determine which of various possible types 
of attributions they make. The fact is it is diffi cult in many cases to show 
an attribution to be wrong. Consider the common practice of asking peo-
ple who have managed to live an unusually long time the secret of their 
longevity. Responses to this question vary considerably, but people typi-
cally come up with explanations involving one or more aspects of their 
lifestyles. One person will point to a life of hard work and abstinence 
from strong drink; another will credit the habit of consuming a quantity 
of liquor every day and of avoiding strenuous activities. But how does 
one challenge an explanation of longevity no matter what it is? People 
who have lived to a ripe old age are existence proofs that their lifestyles 
were conducive to living a long time, and if they wish to credit one or 
several aspects of that lifestyle as the major causes of their long lives, it is 
diffi cult to demonstrate that they are wrong.

The idea that what has been called the fundamental attribution 
error is fundamental, or even that it is an error, has been challenged 
on other grounds as well (Funder, 1982, 1987; Harvey, Town, & Yar-
kin, 1981; Lopes, 1976; Miller & Rorer, 1982). Lopes (1982), for example, 
argues that the predisposition to attribute the behavior of others to stable 
personality variables rather than to transient situational factors may be 
no error at all, when viewed from the perspective of what is conducive to 
survival. “Both physical and social survival require that we learn as well 
as we can to predict and control the effects that other people have on us. 
Thus, if an effect is predictable, even weakly, by the presence of some 
individual, then it is important that we fi nd this out” (p. 633). 

Funder (1987) points out that participants in attribution studies are 
often given information by the experimenter that they are expected to 
ignore. In terms of the assumptions that one usually makes regarding 
how people communicate with each other, this is a peculiar situation; 
normally when people volunteer some information it is because they 
see it as relevant to the interaction and they expect the recipient to take 
some note of it. So when experimenters give participants information 
that is considered by them (the experimenters) to be irrelevant to the 
task, they can hardly assume that the participants should see it as irrele-
vant as well; if the experimenters actually tell the participants—directly 
or indirectly—that the information they are providing is irrelevant, they 
put the participants in the position of having to ignore a basic rule of 
communication and leave them to wonder why, if the information is 
irrelevant, it was given to them at all. Moreover, in view of the fact that 
experimenters often mislead participants for purposes of an experiment, 
and that it would be naive to assume that no participants realize this, 
one may be forgiven for imagining that they (the participants) may, on 
occasion, do a little speculating as to what is really going on. Funder 
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argues that, inasmuch as participants implicitly know the rules of social 
discourse, responses that look like overattribution in decontextualized 
experiments may make perfect sense when viewed from the perspective 
of the total situation, which includes the experimenter as a communicat-
ing agent. From this perspective, that the fundamental attribution error 
is truly an error is far from clear. 

Whatever the explanation of the fundamental attribution error, 
or the appearance of same, even those investigators who most fi rmly 
believe there is such a thing hold it to be only a bias toward attributing 
behavior to individuals’ dispositions or personality traits rather than to 
other factors; no one suggests that people invariably make this type of 
attribution. The importance of a variety of infl uences on attributions is 
recognized. Regan, Strauss, and Fazio (1974) found, for example, that 
when accounting for performance on a task requiring skill, people were 
likely to attribute good or poor performance to the performers’ ability or 
lack thereof, or to external factors, depending on their liking or dislik-
ing of the performers. In particular, when liked performers did well or 
disliked performers did poorly, their performance tended to be attributed 
to their abilities; when liked performers did poorly or disliked perform-
ers did well, the tendency was to attribute performance to external situ-
ational factors. Analogous results were obtained when the behavior to be 
accounted for was a socially commendable act.

It could be, of course, that attributional differences that depend on 
whether the people whose behavior is being attributed are well-liked or 
disliked have some basis in fact. Perhaps likeability is highly correlated 
with other admirable qualities and is therefore a valid basis for mak-
ing judgments of the kind noted above. It seems unlikely, however, that 
this is an adequate explanation for what appears to be a bias to inter-
pret events so as to make it easy to continue to think well of people we 
like and to continue to dislike those whom we already dislike. A simi-
lar difference of interpretation of athletic events from fans of winning 
and losing teams has been described by Gilovich (1983). People fi nd it 
possible also to interpret behavior that is inconsistent with their initial 
expectations in such a way as to make it consistent with them (Hayden 
& Mischel, 1976; Swann & Snyder, 1980).

Reasons for attribution

What makes attributions interesting is less their substance than their 
existence. We not only seem to be able to produce causal explanations 
for nearly everything, from cosmic events to the mundane occurrences 
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of everyday life, but we seem to have a compulsion to do so. Why do we 
seem to have such a strong need to be able to identify causes?

Perhaps early educational experiences lead children to develop 
an oversimplifi ed conception of cause-effect relationships. They learn 
to give short and simple answers to questions (What caused the First 
World War? The assassination of Archduke Franz Ferdinand of Austria 
in 1914) that do not have short simple answers. One has to wonder to 
what extent the early development of such a conception leads people 
later in life habitually to perceive things as being simpler than they really 
are. To look for crisp, uncomplicated answers to diffi cult questions, to be 
uncomfortable with ambiguities and uncertainties even when they are 
inherent to the situation, to view refl ectiveness as evidence of indecisive-
ness or weak-mindedness.

When students object that more than one alternative on a mul-
tiple-choice test question might be considered correct, depending on 
how one interpreted the question, they may or may not get a sympa-
thetic hearing. A teacher who turns a deaf ear to this type of observa-
tion may be reinforcing the idea that the world should be perceived in 
simple terms. Everything is either right or wrong, correct or incorrect, 
this or that. There are no intermediate positions or mitigating consider-
ations, and when one insists on seeing them one is unnecessarily com-
plicating things. Simple becomes equated with neat and good, complex 
with messy and bad. So people come to say with pride that they have 
a simple view of this or that when this or that may in reality be very 
complex.

These comments are conjectural, but I suspect that we early acquire 
overly simplistic concepts of cause-effect relationships and of explanation 
and understanding that stay with us in later life and make our think-
ing often to be shallower than it should be. If I demand very little of an 
explanation, I will be inclined to accept uncritically explanations that 
really do not explain, and I will not be motivated to challenge them. If I 
believe I understand concepts merely because I can use appropriately in 
conversation terms that relate to them, I will not be inclined to engage in 
the kind of probing and refl ection that could lead to understanding at a 
more-than-superfi cial level.

I am not arguing that cause-effect relationships do not exist, or 
that it is wrong to encourage people to think in these terms. I do mean 
to suggest, however, that we too easily make the assumption that every 
effect has an identifi able cause—as opposed to being the result of a 
complex convergence of many factors. It would be useful to understand 
better the desire to identify causes and especially simple one-dimen-
sional ones. It seems more than remotely possible that our intolerance 
of uncertainty and the assumption that we appear to make that every 
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event has an identifi able cause may contribute to overly simplistic 
cause-effect views of phenomena in general and of human behavior in 
particular. 

The possibility of overattribution

Although it has not received a lot of attention from researchers, a phenom-
enon that we also need to understand better is the attribution to people 
of hidden motives and meanings behind the things they do or say. We see 
this phenomenon in daily life, and also in professional analyses of literary 
works, government or business documents, and political speeches and 
communiques. Surely hidden motives and meanings sometimes exist; but 
just as surely, it is possible to read signifi cance into actions or words that 
they do not really have. In our search for hidden motives or meanings we 
may sometimes invent them to satisfy our assumption that they must be 
there. There is, in other words, the possibility of overinterpreting words 
and actions, of seeing metaphors, allusions, veiled threats, prophesies, and 
disguised messages of various sorts that exist only in our imaginations.

Closely related to this possibility is that of attributing to people 
knowledge, abilities and powers they do not have. We are, perhaps, espe-
cially likely to do this with respect to people in positions of authority. 
Tuchman (1984) notes a tendency among political scientists to treat politi-
cal power with immense, and sometimes unjustifi ed, respect: “They fail to 
see it as sometimes a matter of ordinary men walking into water over their 
heads, acting unwisely or foolishly or perversely as people in ordinary cir-
cumstances frequently do. The trappings and impact of power deceive us, 
endowing the possessors with a quality larger than life. Shorn of his tre-
mendous curled peruke, high-heels and ermine, the Sun King was a man 
subject to misjudgment, error, and impulse—like you and me” (p. 23). 

Overattribution can contribute to the making of heroes and scape-
goats as well. When a risky venture turns out well, we tend to credit 
whoever was in charge at the time with the foresight, skill and courage 
that are commensurate with our good feelings about the outcome. When 
it turns out poorly, we just as readily shower the leader with attributions 
of folly, ineptitude, and timidity (or temerity, as the case may be) that 
match our feelings of disappointment. I do not mean to suggest that lead-
ers should not be held accountable for their leadership, but I do believe 
we fi nd it easy to attribute to them more control over situations than 
they actually exercise and thus impute to them a greater responsibility 
for events (good and bad) than they have.
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An abiding fundamental question

The problem of explaining human behavior scientifi cally is complicated 
by the fact that we view ourselves both as physical entities and as moral 
agents. Thus we see people’s actions as the results of cause-effect rela-
tionships no different from those that govern the world of physics, but 
we also see them as the consequences of free choices made by purpose-
ful and morally responsible beings. The problem of reconciling these 
two views is an old one, and still far from resolved. It has been debated 
for centuries, usually under the rubric of free will versus determinism. 
Some see the two notions as basically irreconcilable (Edelman, 1995). 
We manage, as a society, to live with a sort of schizoid approach to this 
question whereby we construct cause-effect explanations for specifi c acts 
but hold the individuals responsible for them all the same.

Causal explanations are often couched in terms of scientifi c laws. 
For a long time, thanks largely to Aristotle, all explanations, not just 
those of human behavior, were couched in terms of purpose. Clarke 
(1985) distinguishes between explaining (or predicting) an action on the 
one hand and justifying it, either as the rational thing to do or as what 
ought to be done, on the other. Perception of an action as justifi ed could 
be part of an explanation of why it was taken, but it is not a necessary 
part. More generally, Clarke argues, explanations of actions need not 
correspond to what the actors may give as justifi cations of them.

Bloom (1987) makes a related distinction with respect to what he 
sees as a divergence between some scientifi c theories and the behavior of 
their originators. He argues that the natural and social sciences give an 
account of things that cannot explain the conduct of natural and social 
scientists. Consider, for example, Freud’s claim that people are motivated 
by desire for sex and power. Freud, Bloom points out, did not explain his 
own scientifi c activity in terms of these motives. But if Freud, as a scien-
tist, can be motivated by love of the truth, Bloom argues, so can others, 
and his description of their motives is therefore fl awed. 

Explanation and Rationality

The sorts of arguments put forward by explanationists are designed to 
show that whatever ultimately justifi es a belief is a matter of the explana-
tory contribution of that belief. (Lycan, 1988, p. 133)

□

RT94878_C006.indd   250RT94878_C006.indd   250 10/4/2007   4:20:14 PM10/4/2007   4:20:14 PM



Explanations 251

Lycan (1988) gives explanation a central role in his conception of ratio-
nality and defends a doctrine sometimes called explanationism, according 
to which “all justifi ed reasoning is fundamentally explanatory reason-
ing that aims at maximizing the ‘explanatory coherence’ of one’s total 
belief system” (p. 128). Explanationism holds that the goal of the rational 
thinker should be to accept as most probably true the hypothesis, among 
competing alternatives, that best explains the facts. Preference for one 
explanatory theory over another should be based, in Lycan’s view, on 
such considerations as simplicity, scope, testability, minimal residual 
mess (how many messy questions does it raise or fail to answer), and 
consistency with other justifi ed beliefs. Other things being equal, the 
greater the simplicity, scope, testability, and consistency, and the less the 
residual mess, the better. 

Explanation also is central to the concept of rationality promoted 
by Polkinghorne (1991). “Rational inquiry is not characterized by an 
unwillingness to take intellectual risks, so that we cling alone to what is 
deductively certain, but it is bold enough to venture on the construction 
of a metaphysical scheme whose justifi cation will lie in its attainment of 
comprehensive explanatory power” (p. 11). And he argues that this per-
tains whether the domain of inquiry is science or theology.

I fi nd it easy to see explanation as a key aspect of rationality, and 
believe the continual search for explanations to be a defi ning character-
istic of human nature. Explanations provide one with a sense of closure, 
the resolution of uncertainty, sometimes answers to vexing questions. 
They can facilitate thinking by permitting it to move on, as when the 
resolution of a specifi c question provides the basis for making headway 
on perhaps more interesting or more general ones. In science it is typi-
cally the case that whenever a satisfactory explanation of anything is 
given, that explanation leads to new questions and further investigations 
into the nature of reality. 

It is important to recognize also, however, that explanations can, 
and sometimes do, inhibit thought. One of the most striking illustrations 
of this fact is the inhibition of investigations into the nature of the physi-
cal world for nearly 2000 years following Aristotle, whose ideas were 
accepted so widely and uncritically as to become dogma. His explana-
tions of why things are the way they are apparently satisfi ed the curios-
ity of a hundred generations.

That the availability of a plausible explanation for some event can 
inhibit the production of alternative possibilities has implications for 
good thinking in daily life. To attempt always to think of alternative 
explanations before accepting a given one may be a very good rule. Con-
sideration of more than a single possible explanation may motivate the 
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collection of additional information that could justify a selection among 
the possibilities. 

Arguably, all explanations are tentative; they rest not only on 
evidence but on assumptions—not always explicit—and they have 
 limitations. All can be pushed back to something that must be taken as 
given. But we will have explanations. It is our nature to wish to know 
both how things are and why they are that way. The instrumental value 
of the kind of knowledge that many explanations represent is unques-
tionably great, but our desire for explanations is not limited to those 
that have obvious practical utility; we wish to understand for the sake of 
understanding, and this, in my view, is as much of a defi ning property of 
a rational being as we are likely to fi nd.
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7
CHAPTER

   Preference and Judgment

[Q]uality is much more diffi cult to “handle” than quantity, just as the 
exercise of judgment is a higher function than the ability to count and 
calculate. (Schumacher, 1973, p. 51)

Preferences

Two assumptions that underlie much theorizing about decision making 
are that human beings have preferences and that those preferences can 
be revealed or discovered. Probably most of us would be comfortable 
with these assumptions, at least much of the time. We are keenly aware 
of liking some things, some people, some situations better than others 
and, in a great many instances, would have no diffi culty in making those 
preferences explicit if asked to do so. 

That is not to say that our preferences are always strong or even that 
we are always entirely sure, at least without some probing, what they 
are. As Shafi r (1993) argues, we often face decisions without explicit 
preferences, but it is the need to decide that forces us to determine what 
our preferences are. Sometimes even when we are not completely indif-
ferent to the alternatives before us, we may fi nd it diffi cult to make up 
our minds as to what it is we want. Upon refl ection, we may discover 
that we do not really prefer what we thought we did. We know too, from 
research, that the preferences people express verbally are not always con-
sistent with those that would be inferred from their behavior (Schuman 
& Johnson, 1976). 

What constitutes a bona fi de preference? How does one measure 
the strength of a preference? How does one determine the basis, or bases, 
of a preference? How do I think about the condition of having a pref-

□
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erence, say for cookies over carrots, while wishing that it were other-
wise—in this case for carrots over cookies. I defi nitely prefer cookies 
to carrots, but I would prefer, for what seem to me legitimate reasons, 
to prefer carrots to cookies. Should I say that my real preference is for 
carrots, even though when given the choice, I invariably take cookies? 
Should I think of levels of preferences—my preference for cookies over 
carrots representing a relatively low-level concrete preference, and my 
preference for a preference for carrots over cookies representing a higher-
level one? Sen (1983) makes a distinction of this sort in suggesting that 
it is not unreasonable for people to decide to be guided not only by their 
preferences but by “metarankings,” which refl ect what they would like 
their preferences to be.

Do we have preferences or do we construct them?

The fact that we often fi nd it diffi cult to say, in specifi c instances, what 
our preferences are raises the question of whether the assumption that 
we have preferences in all cases is really true. Might it not be that, at 
least in some instances, we fi nd it hard to say what our preferences are 
because we do not have them? Perhaps what we do when forced to make 
choices, in these cases, is construct preferences and fool ourselves into 
believing that we had those preferences all along (Payne, Bettman, & 
Johnson, 1992, 1993; Shafi r, 1993; Shafi r, Simonson, & Tversky, 1993; 
Slovic, 1995). 

Shafi r (1993) takes this position: “Preferences, as many have 
argued, are actually constructed—not merely revealed—during their 
elicitation, and the construction of preference is guided partially by the 
attempt to formulate coherent reasons or justifi cations for choosing one 
option rather than another” (p. 272). This helps explain, Shafi r argues, 
how it is that Simpson’s-paradox type violations of the sure-thing prin-
ciple can occur (see below). The idea that preferences are constructed, 
at least sometimes, gets some support from the fi nding that the degree 
of satisfaction that people express with various aspects of their lives or 
prospects depends to some extent on their mood or emotional state when 
they are asked (Forgas & Moylan, 1987). 

The question of whether we have preferences or construct them is 
similar in some respects to the question, discussed in preceding chapters, 
of whether we can be said to know or believe something that has never 
entered our mind. In the case of preferences that have never been made 
explicit, some may fi nd it preferable to think of them not as preferences 
but as propensities for preferences of specifi c types.
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Even when we have no diffi culty in saying what our preferences are 
in specifi c instances, we may be unable to explain, to our own satisfac-
tion or that of others, why they are what they are. Details of a situation 
in which a preference is stated may remind one of reasons for the prefer-
ence, and different situations may evoke different reasons. Or it could be 
the case that the situational details help one manufacture reasons on the 
spot (Shafi r, Simonson, & Tversky, 1993; Tversky & Simonson, 1993). To 
hold the latter view, it is not necessary to assume that the reasons one 
manufactures are arbitrary; what reasons one fi nds acceptable are likely 
to depend on beliefs and principles that one does have and these are 
likely to differ from person to person.

Discovering one’s preferences

Even assuming one has preferences, one may have to discover what they 
are. Especially is this likely to be the case when one’s preferences are 
functions of many variables. Consider, for example, the case of the would-
be purchaser of a house. Imagine that you are that would-be purchaser. 
You have been surveying the market and you have identifi ed a few pos-
sibilities, each of which has some attractive and some less attractive fea-
tures, but you have not been able to make up your mind about making a 
purchase. Imagine that a real estate agent asks you to make a list of the 
factors that you consider important in making comparisons among pos-
sibilities, and you generate a list, something like the following. 

Purchase price

Style of house

Quality of public school system

Distance from work

Tax rate in town

General condition of house

Quality of the living space

Conveniences, amenities (patio, deck, screened porch, extra baths, 
garage, storage space, type of heating, fi replace(s), etc.)

•

•

•

•

•

•

•

•
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Land area (lot size)

Neighborhood

Availability of public transportation

Now suppose the agent asks you to assign a weight to each of the 
factors on your list, refl ecting the importance you attach to that factor 
relative to all the other factors on the list. You might fi nd that more of a 
struggle than you would have anticipated, but assume you could do it. 
Imagine further that, after you fi nish this assignment, the agent gives 
you a series of choices between pairs of hypothetical houses. Your task is 
to say, for each pair, which of the two you prefer. A question of consider-
able interest is whether your choices would be predictable from your list 
and the weighting of the factors on it. 

In order to check for consistency between your preferences and 
your list of factors weighted according to relative importance, one must 
make some assumption about the way the factor weights are combined 
in the judgmental process. One possibility would be to rate each of the 
candidate houses with respect to each of the factors in such a way as 
to refl ect how well the house satisfi ed the desideratum represented by 
that factor and the relative importance of the factor and then add up the 
scores. This procedure assumes that the factors combine linearly and that 
there are no interactions among them. It could be however that some 
factors might not count very much when considered in isolation, but 
would be more heavily weighted when considered in combination with 
other factors. 

Whatever algorithm is applied to the use of factor weightings to 
predict preferences between specifi c candidate houses, one should not 
be surprised if the predictions often fail to prove to be correct. Our con-
siderations so far have overlooked the fact that a given feature of a house 
can have both positive and negative aspects. For example, being located 
in a relatively isolated area may be perceived as a good thing from the 
point of view of privacy and perhaps the possibility of keeping pets and 
domesticated animals, whereas it would be an unfavorable feature from 
the point of view of accessibility of public transportation and other con-
veniences that one is likely to fi nd in an urban area. 

Another reason that a simple linear combination of weighted fac-
tors may not capture the essence of preferences among houses is that 
candidates may be ruled out on the basis of any one of several factors. 
One might be ruled out, for example, because it is too expensive, or too 
small, or located too close to railroad tracks. It may be that certain nega-

•

•

•
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tive factors are deal-breakers, irrespective of how many pluses a candi-
date may have. 

One may well discover too that in developing one’s list of factors 
to consider, one has overlooked some that would have been considered 
very important if only one had thought of them: Does the cellar fl ood 
following heavy rains, or spring snow melt-off? Is the house adequately 
insulated? Are there serious problems that may not be obvious on casual 
inspection (termites, residual lead paint, radon)? 

The real world has the added inconvenience that typically one does 
not have all the time one wants to make up one’s mind. In the case of 
house buying, any given option will not be available indefi nitely. One 
generally has to make a decision knowing that delay could mean the loss 
of an opportunity and the more attractive a given option, the greater the 
likelihood that it will not be available for long. In short, discovering what 
one’s preferences are can be complicated in specifi c instances. 

Preferences between certain and uncertain alternatives

Alternatives that must be considered in choice situations are known with 
certainty in some cases and only probabilistically in others. Sometimes 
one’s alternatives may include both types—as when I have the option 
of spending $5 on a pair of socks or on a lottery ticket that will get me 
$1,000 with probability .005 and nothing with probability .995. Many 
experiments have been conducted to explore how people react when 
they have to choose between alternatives that are known with certainty 
and those that are known only probabilistically; one generalization that 
the results of such studies support is that, when the expected worth of 
the probabilistic alternative is about the same as the known worth of the 
certain alternative, people tend to prefer the certain alternative under 
some conditions and the probabilistic one under others. 

In particular, they tend to prefer the certain alternative when the 
outcomes are perceived as gains and the probabilistic one when the out-
comes are perceived as losses. For example, given a choice between A, a 
sure gain of $75, and B, a .75 probability of winning $100 coupled with 
a .25 probability of winning nothing, people tend to prefer A, but given 
a choice between C, a sure loss of $75 and D, a .75 probability of losing 
$100 coupled with a .25 probability of losing nothing, the same people 
are more likely to prefer D (Tversky & Kahneman, 1981). On the basis of 
this type of fi nding, people are said to be risk-averse with respect to their 
preferences among possible gains and risk-seeking with respect to their 
preferences among possible losses. 
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Determination of preferences is complicated by the fact that stated 
preferences among essentially the same alternatives can vary as a func-
tion of the way the alternatives are expressed (Dawes, 1988; Kahneman 
& Tversky, 1984). Such framing effects are commonly found in public-
opinion polls (Moore, 1992; Payne, 1982; Wheeler, 1976) among other 
contexts (Kühberger, 1998, Levin, Schneider, & Gaeth, 1998; Schneider, 
1992). They constitute a challenge to any theory that rests on the assump-
tion that people have relatively stable preferences and that they know 
what those preferences are. Schneider (1992) argues that, inasmuch as 
different frames may communicate different contexts and different con-
texts may call for different actions, framing effects are not necessarily 
indicative of irrational behavior. 

Preferences between uncertain alternatives 

Much of the research on decision making has used tasks that require 
selecting among alternatives none of which is certain. Typically one is 
asked to state a preference between, or to rate the relative attractiveness of, 
two gambles. The gambles may differ with respect to probabilities of out-
comes, payoffs associated with outcomes, or both. The participants’ task 
may be simply to indicate which of the two gambles he or she prefers, or 
to adjust the parameters of one of the gambles (by adjusting probabilities 
or payoffs) so it is equivalent to the other gamble (so the participant sees 
the gambles as equally attractive or equally unattractive). The assump-
tion is that by having an individual make lots of comparisons, one can 
discover the nature of the value (or utility) system that determines his or 
her preferences or choices. One might hope, for example, to discover that 
a person’s behavior is consistent with some specifi able objective, such as 
maximization of expected value, maximization of possible gain, mini-
mization of maximum possible loss, maximization of the probability of 
winning (independently of the amounts involved) or something else. An 
example of the discovery of such a consistency is the fi nding that how 
people rate the attractiveness of gambles is determined more by the rela-
tive probability of winning than by the size of the potential win (Slovic & 
Lichtenstein, 1968; Goldstein & Einhorn, 1987), which has been referred 
to as the proportion dominance phenomenon (Finucane, Peters, & Slovic, 
2003).  

A diffi culty that can be encountered in relating choices to such 
rules is in the distinction between what a person might want to do and 
what he or she is capable of doing in a specifi c situation. One might, for 
example, wish to maximize the expected value of a choice, but if the sit-
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uation does not permit the opportunity to do the appropriate calculation, 
one may not be able to do that. One might try to do it by estimating, or by 
using some rule of thumb that one believes would be likely to dictate the 
choice that would realize the desired goal, but such tactics are not likely 
to be as certain as actually doing the calculations. Another diffi culty is 
that of ensuring that participants in gamble experiments take the task 
seriously, which is to say that they make the choices they would make 
if the stakes were real and they were highly motivated to make the best 
choices of which they are capable. 

One may fi nd consistent patterns of behavior that are suggestive of 
the use of rational, irrational, or arational, rules. And there is the pos-
sibility of choices showing no discernable systematicity and appearing 
as though they had been selected by coin tossing. A clue to rule-based 
behavior is consistency, as revealed, for example, in the same responses 
to the same pairs of gambles on different occasions or in transitive rela-
tionships in (consistent ordering of) preferences. 

There are many factors that might reasonably be expected to affect 
people’s preferences in choosing between gambles. These include their 
knowledge of relevant concepts, their ability to do the relevant mathe-
matics, their ability to estimate, the effort they are willing to make, their 
attitude toward risk, and the context (whether the gamble is to be played 
many times, once, or not at all). 

Efforts to fi nd a model that is able to predict preferences with all 
kinds of gambles have not yet proved successful. One limiting factor has 
been the inability to develop a utility-based model that is descriptive of 
preferences between mixed gambles—those that have both gains and 
losses as possible outcomes (Chechile & Cooke, 1997; Chechile & Butler, 
2000, 2003; Luce, 2003). 

Paradoxes of preference

Suppose you are waiting to learn the outcome of some event that can go 
either of two ways: whether or not you are going to get a raise in pay; 
whether your unborn child is going to be a girl or a boy; whether or not 
your loan application will be approved. Suppose further that you are 
going to have to take one of two actions, A or B, after you learn the out-
come of the uncertain event, but that you have to choose between these 
alternatives before you learn the outcome. If it is the case that you prefer 
action A if the fi rst of the two possible outcomes materializes (you get the 
raise, the baby is a girl, the loan application is approved) and you prefer 
action A if the second outcome occurs (you do not get the raise, the baby 
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TABLE 7.1 Actions and outcomes following previously failed exams

Stayed Went

Unhappy 6 14

Happy 1 4

% Happy 14 22

is a boy, the loan application is disapproved), then it seems reasonable to 
say that you should prefer action A when the outcome is uncertain. 

This idea was called by Savage (1954/1972) the sure-thing principle 
(STP), according to which, if one would prefer A to B knowing that X 
holds, and one would prefer A to B knowing that X does not hold, then 
one prefers A to B, period. When one fi rst encounters this principle, it is 
hard to imagine that it could be wrong. Nevertheless, investigators have 
discovered a variety of instances in which the STP appears to be violated. 
The following example is taken from Shafi r (1993). 

A student who has just taken a diffi cult exam and not yet learned 
whether he passed or failed is trying to decide whether to go on vaca-
tion for the holidays. He wants to do whatever is most likely to make 
him happy and—having been a student for a long time and taken many 
examinations and vacations—he has some history that should help his 
deliberations. Table 7.1 and Table 7.2 show what he has done in the past 
and the effects of his actions on his happiness. 

From this analysis it seems clear that the student should elect to go 
on vacation, inasmuch as, in the past he has been happy a larger percent-
age of the times he has gone on vacation than of the times he has stayed 
at home, both when he has failed exams and when he has passed them. 
According to the sure-thing principle, if the student prefers the vacation 
given one exam outcome, and he prefers the same thing given the other 

TABLE 7.2 Actions and outcomes following previously passed exams

Stayed Went

Unhappy 4 1

Happy 14 6

% Happy 78 86
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TABLE 7.3 Actions and outcomes following all previous exams

Stayed Went

Unhappy 10 15

Happy 15 10

% Happy 60 40

outcome, then he prefers the vacation whatever the exam outcome, or so 
it would seem. 

But suppose we look at the history of vacation-taking or home-
staying independently of exam outcome. This we do by taking the sums 
of the entries in the two preceding tables as follows (Table 7.3).

 Now it appears that the student should elect to stay home, because, 
considering all the times he has had to decide whether to go or stay fol-
lowing an exam, he has been happy a larger percentage of the times he 
has stayed than of the times he has gone. What should the student do? 
And what does his dilemma tell us about the sure-thing principle? Shafi r 
(1993) summarizes the situation this way. “Based on his past experience, 
the student exhibits the following pattern of preferences: He decides to 
stay behind when he does not know whether he has passed or failed the 
exam, but he decides to go once he fi nds out that he passed and also once 
he fi nds out that he failed. This is in violation of STP” (p. 265). 

Shafi r points out that the student’s dilemma has the form of a para-
dox discussed by Simpson (1951; Nickerson, 2004, chapter 6). The point 
that is relevant here is that surprising things can happen when data are 
pooled. The key to understanding the student’s dilemma lies in recog-
nizing the correlation between his choice and his state of mind, in par-
ticular the fact that he was more likely both to be unhappy and to go on 
vacation after failing an exam than after passing one. 

How to interpret the relationship between the sure-thing principle 
and Simpson’s paradox has been a matter of some debate among statisti-
cians (Blyth, 1972a, 1972b; Good, 1972; Lindley, 1972). One position is 
that the sure-thing principle does not apply to situations in which the 
paradox can arise, and thus, technically, cannot be violated in those situ-
ations (Winkler, 1972). Messick and van de Geer (1981) argue that this 
position is tantamount to a claim that the sure-thing principle is not a 
trustworthy principle of choice under some conditions; they agree that it 
should not be used as a guide to choice, but reject the notion that it does 
not apply and therefore cannot be violated. The illustration of how the 
sure-thing principle might be violated that we have been  considering 
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involves a hypothetical student, and one might question whether it 
would be possible to construct situations in which people actually violate 
the principle in their choices. In fact, it has been done (Shafi r & Tversky, 
1992; Tversky & Shafi r, 1992a). 

As already noted, Shafi r (1993) argues that violations of the sure-
thing principle that have the structure of Simpson’s paradox can occur 
because people often do not know what their preferences are—or may not 
even have preferences—until they are called upon to make them explicit 
by being forced to choose between specifi c alternatives. On this assump-
tion, it is easy to see how the preferences one constructs may depend on 
the specifi cs of the context in which the construction occurs. People are 
likely to make choices they can justify to themselves with a reason. The 
reason for electing to go on vacation after passing a diffi cult exam might 
be to reward oneself for having done well; the reason for electing to go 
after failing such an exam might be to console oneself for not having 
done well. When the outcome is not known, one has neither reason for 
electing to take the vacation. One might argue that, from a purely logi-
cal point of view, if both reward for doing well and consolation for doing 
poorly are considered acceptable reasons for going on vacation the dis-
junction of these reasons—either to reward oneself for doing well or to 
console oneself for doing poorly—should also be an acceptable reason. 
This appears not to be the case, however. The fact that the disjunction of 
two confl icting reasons may be seen as less compelling than either of the 
two reasons by itself has been referred to as the disjunction effect (Shafi r 
& Tversky, 1992; Tversky & Shafi r, 1992a), and it is seen as implicated in 
some instances of violations of the sure-thing principle. 

Another preference paradox involves violation of the principle of reg-
ularity, according to which the addition of an alternative to a choice set 
should not increase the attractiveness of any of the existing members of 
the set. It is easy to see how deletion of an item from a set could increase 
the relative attractiveness of one or more of the remaining items—if, for 
example, a particular item were preferred to all the other items in the 
set, its deletion would let one of the remaining items become the most 
preferred—but it is not so easy to see how the addition of an item could 
increase the relative attractiveness of any of the existing items. 

Nevertheless, it appears that adding alternatives can have the effect 
of increasing the attractiveness of one or more of those that already 
exist. Tversky and Shafi r (1992b) attribute this violation of the regularity 
principle to the increase in confl ict that one may experience as a conse-
quence of an increase in the size of the set among which one must make 
a choice—especially is the increase in confl ict likely if the added alterna-
tive is very close in attractiveness to the one that, in the absence of the 
addition, would have been preferred—and the fact that an increase in 
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confl ict is likely to result in an increase in the tendency to opt for the 
status quo. 

Still another type of paradox of preference involves intransitivities 
in preference orderings, such as situations in which A is preferred to B, 
B is preferred to C, and C is preferred to A. Several examples are given 
in Nickerson (2004) and there is evidence that such intransitivities can 
sometimes be seen in preferences that people express (Tversky, 1969). 

While perhaps less likely to be considered a paradox, another pecu-
liarity of preference involves anticipation of regret. I suspect that few of 
us would contest the notion that our behavior is often infl uenced by the 
fear of regretting a choice we are about to make if it turns out wrong. 
This idea has been formalized in regret theory (Bell, 1982, 1985; Loomes 
& Sugden, 1982), which recognizes the role of anticipated emotions, both 
desirable and undesirable, in motivating behavior. There is some evidence 
that anticipated regret regarding the consequences of actions tends to be 
greater than anticipated regret regarding equally serious consequences 
of failure to take preventive measures, i.e., that sins of commission are 
more regrettable than sins of omission with the same consequences 
(Ritov & Baron, 1990; Spranca, Minsk, & Baron, 1991). It appears that 
people generally feel greater responsibility for the consequences of their 
actions than for their failures to act.

Judging Worth and Costs

It was noted at the beginning of this chapter that two of the basic assump-
tions underlying much theorizing about decision making are that people 
have preferences and that those preferences can be revealed or discov-
ered. All structured approaches to choice or decision making rest on 
these assumptions. The claim was immediately qualifi ed, however, by 
the observation that it may not always be the case that we are sure what 
our preferences are, at least without some probing. 

Methods for judging worth

In a free-market economy, the value of anything is determined by the 
convergence of the price people who do not have it and want it are will-
ing to pay for it and the price for which people who have it are willing 
to sell it. If these prices do not converge, there is no transaction, and we 
conclude either that those who have it put a higher value on it than those 

□
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who do not, or that those who would like it do not have the means to 
acquire it for what they believe it to be worth. Values are contingent in 
the sense that what one is willing to spend to acquire X depends not only 
on how much one has but on the alternatives for which that might be 
spent and on how desirable one fi nds the alternatives relative to X. 

How people judge the worth (value, utility) of possible decision out-
comes has been the subject of considerable research. Normative models 
for judging worth typically call for identifying the dimensions in terms 
of which a meaningful comparison can be made, judging the relative 
merits of the items being compared with respect to each of these dimen-
sions, and then combining the single-dimension judgments into an over-
all preference according to some rule—such as taking a weighted sum of 
their results (Fischer, 1972; Kneppreth, Gustafson, Leifer, & Johnson, 
1974; MacCrimmon, 1968; Raiffa, 1968).

Although people do not always know their preferences, especially 
when the alternatives differ in complex ways, they do sometimes fi nd it 
easy to say they prefer A to B, where A and B differ with respect to many 
dimensions, without being able to say precisely why they do so. Quan-
titative methods—multi-dimensional scaling and discriminant analysis 
techniques—have been developed that sometimes can be used to identify 
dimensions or features that appear to underlie such global preferences. 

One method that has been used to determine the worth that people 
attach to various specifi c goods is to ask people how much they would 
be willing to pay for them if they could be purchased in a market (Kah-
neman & Knetsch, 1992; Kahneman, Ritov, Jacowitz, & Grant, 1993). 
This method is sometimes referred to as the willingness-to-pay (WTP) 
method and sometimes as the contingent-valuation (CV) method. It has 
been used to attempt to determine how much people value specifi c pos-
sible outcomes of governmental policies relating to public goods. One of 
the main fi ndings from research in this area is that the amount people 
say they are willing to pay for a specifi c public good typically does not 
scale with the amount of that good. When, for example, they are asked 
what they would be willing to pay for a specifi c amount of a good, such 
as protection of a specifi c amount of federal wilderness, what they say 
they would be willing to pay for an amount X+Y tends not to be close to 
the sum of the amount they say they would be willing to pay for X and 
what they say they would be willing to pay for Y separately (Diamond, 
Hausman, Leonard, & Denning, 1993). 

This is not surprising. Any indicant of value that did scale linearly 
with amount of good over an unlimited range would be an irrational 
one. If it were true in general that what we should be willing to pay to 
protect n acres of wilderness is n times what we are willing to pay to 
protect one acre, it would follow that we should be willing to pay an 
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enormous sum to protect the entire globe as wilderness. The failure of 
willingness to pay for a good to scale with amount of good is consistent 
with the intuitively compelling notion that it is not generally the case 
that if having a certain amount of a good is desirable, having n times as 
much of it is n times as desirable. The story of King Midas makes this 
point in a memorable way. 

Some limitations and complications

The willingness-to-pay method of determining value has some other 
limitations. How much people say they would be willing to pay can-
not be assumed to be an accurate indication of how much they indeed 
would pay if given an opportunity actually to purchase the good with 
real money. And even what they say they would be willing to pay for a 
specifi c good can depend on how they are asked. If, for example, people 
are asked how much they would be willing to pay for a good, A, which 
is a natural part of a larger good, B, they are likely to give a much larger 
fi gure if they are asked about good A in isolation than if they are asked 
about good A after having been asked about the more inclusive good B 
(Kahneman & Knetsch, 1992; Kemp & Maxwell, 1993). 

More generally, it is not hard to construct situations in which peo-
ple assign values in contradictory ways (Irwin, Slovic, Lichtenstein, & 
McClelland, 1993). In the environmental context, different results may 
be obtained depending on whether questions are couched in terms of 
species lost or species saved (Tversky & Kahneman, 1981) or on whether 
respondents are required to reveal preferences among species by choos-
ing some species or by rejecting some (Shafi r, 1993). Shafi r and Tver-
sky (1995) discuss a number of ways in which preferences between or 
among choices can be affected by factors that should, theoretically, be 
irrelevant. They note too, however, that the fact that people sometimes 
make irrational choices is not compelling evidence that their intuitions 
are irrational, because when informed that their choices violate a prin-
ciple of rationality, people typically wish to modify them so as to make 
them conform. 

Another illustration of assigning of values, or worths, in what 
appear to be contradictory ways is found in what has been called the 
endowment effect, according to which people sometimes are unwilling to 
sell something for X when they would also be unwilling to purchase it 
for Y, X > Y, if they did not own it already (Thaler, 1985; Kahneman, 
Knetsch, & Thaler, 1990). This phenomenon has sometimes been called 
the status-quo bias (Samuelson & Zeckhauser, 1988). 
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The problem of determining worth is illustrated also in the context 
of national policy establishment by some of the issues—like health care, 
national security, and environmental change—that are topics of heated 
debate in the United States. Everyone wants better health care, good 
security and environmental protection, but there are costs involved in 
obtaining these objectives, and presumably rationality dictates that what 
we are willing to spend to get them should be commensurate with the 
perceived worth of the benefi ts. The worth of the benefi ts turns out to be 
a very subjective thing. Although it has been possible in some instances 
to get plausible estimates of the consequences of health care programs 
and services (e.g., broad-based screening for specifi c diseases, vaccina-
tion programs) in terms of number of years of life saved or prolonged, 
the translation of these estimates into fi nancial terms is, not surprisingly, 
very tenuous (Leutwyler, 1995). 

Moreover, some of the variables used as measures of worth are con-
troversial. Consider, for example, number of years of prolonged life. It 
seems simple enough in concept—if life expectancy can be increased 
by, say, 5 years, surely that is unquestionably a good thing. On the other 
hand, while some people believe that life should always be prolonged 
if at all possible, this is by no means a unanimous view. Many people 
express the belief in living wills that life under certain conditions should 
not be prolonged. In deciding what course to take in the treatment of 
a terminal illness, one may be faced with selecting among options that 
involve considerations of tradeoffs between expected years of survival 
and quality of life during those years. Attempts have been made to quan-
tify quality of life in ways that take into account expected benefi ts and 
adverse effects of possible treatments (Holland, 1996), but this is a very 
delicate and controversial matter.

Comparable diffi culties are encountered in efforts to quantify the 
worth of measures intended to enhance national security or to protect 
the environment from detrimental change. With respect to national secu-
rity, or public safety more generally, the issue typically boils down to the 
problem of comparing the value of human life with the costs (not only 
monetary costs but those represented by inconveniences or constraints 
on civil liberties) of protecting it. How much is society—or should soci-
ety be—willing to pay in order to increase the security of its citizens by 
some unknown, but presumably estimateable, amount? And how much 
should individuals be willing to give up of conveniences or liberties in 
trade for the extra security? 

Environmental protection involves the same types of issues. How 
much are clean air and clean water worth? How clean is clean enough? 
How does one quantify the benefi ts of climate stabilization (Nordhaus, 
1992; Peck & Teisberg, 1992)? How does one attach a value to the avoid-
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ance of chronic stress and stress-related disorders that have been observed 
among people who live with the reality or threat of industrial or agricul-
tural toxins in their neighborhoods (Fowlkes & Miller, 1982; Gatchel & 
Newberry, 1991; Gibbs, 1986)? How do we attach numbers to the worth 
of the pleasure that people derive from the various recreational uses they 
make of wilderness areas? 

However worth is determined, theoretical treatments of choice and 
decision making—both normative and descriptive—invariably take it as 
a given that different possible outcomes are desirable, or undesirable, to 
the same individual to different degrees. If this were not the case, there 
would be no problem of choice. The most obvious way to identify what 
people value in specifi c situations is to see what they choose, but if we 
want to attribute their choices to their values, this is obviously circular. 
The problem is compounded by the fi nding that the worth one attaches 
to an object may increase as a consequence of having chosen that object, 
at least relative to the judged worth of objects not chosen; the act of 
choosing appears to bolster the worth of what is chosen (Janis & Mann, 
1977). How to determine values and preferences independently of the 
choices people make remains a challenging problem. 

Social factors as determinants of perceived worth

According to most economic views of rationality, what something is 
worth to me should be independent of what it is worth, or of what I 
think it is worth, to you. But there can be little doubt that the value that 
individuals attach to things is often greatly infl uenced by their percep-
tions of what other people consider them to be worth. What parent has 
not been frustrated by the fact that a particular toy can be of little inter-
est to a toddler until a playmate appropriates it, at which time it suddenly 
acquires immense value in the eyes of toddler number one. Does not a 
similar process of socially acquired worth lie under the behavior-shaping 
power of fads and fashions?

Watts (2003) distinguishes two types of buyers of common stock 
and other fi nancial assets—value investors and trend followers. Value 
investors buy assets on the basis of their judgment of their real value 
as represented by their expected future earnings. Trend followers are 
indifferent to real value; they buy and sell on the basis of whether they 
believe the market price of the asset is likely to go up or down, for what-
ever reason. Watts notes that, ironically, the market requires the activity 
of trend followers in order to function. Because a transaction requires a 
seller (who believes the asset is overpriced) and a buyer (who believes 
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it is underpriced), if everyone behaved rationally, taking all pertinent 
information into account, they would all converge on the same value for 
a given asset and there would be no trading. Of course, one can argue 
that the trend follower is being rational by taking account of the fact that 
many people do not buy and sell on the basis of objective indicants of 
value and is using this knowledge in the pursuit of the goal of making 
money. 

Determining what something costs is considerably more straight-
forward than determining what something is worth, or so it would seem. 
But is it really? What one pays, immediately, for a good or service may be 
obvious, but often there are other costs incurred in obtaining that good 
or service that are not apparent, at least to casual observation. The point 
is illustrated by an analysis by Illich (1974) of the cost-effectiveness of the 
American automobile. According to this analysis, when all the time the 
average American male spends each year working to purchase, insure, 
license, maintain, and operate a car is divided into the average number 
of miles driven, one gets an average travel speed of 4.7 miles per hour. 

Judging Information

We are inundated with information. It comes at us incessantly from all 
directions and in a bewildering variety of forms. Much of the informa-
tion that is offered to us—through newspapers, magazines, television, 
radio, billboards, books, private correspondence, conversations—is of 
little or no interest and we ignore it, or process it only very lightly, and it 
does not affect our lives. But some of the information we receive, either 
unsolicited or as a result of an active search, is of great interest because 
of the implications it may have for what we decide to believe or do. So, 
on the compelling assumption that all the information we receive is 
unlikely to be of equal interest or use, we have the problem of informa-
tion evaluation. 

Relevance and importance

We might expect general agreement on the principle that information 
that is relevant—and only information that is relevant—to a decision 
should be considered in the making of that decision; but we should not 
assume that everyone will agree on what is and what is not relevant in 
any particular case. (See Cohen [1981] and accompanying commentary 

□
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for examples of differing opinions regarding the relevance of specifi c 
base rates in Bayesian decision situations.)

One way to defi ne relevance would be in terms of infl uence on 
one’s thinking. An item of information would be said to be relevant in 
a particular context to the degree that possession of that information 
infl uences what one thinks or does in that context. But this is not very 
satisfactory; relevance, as we typically use the term, seems to convey the 
notion of what should infl uence one’s thinking or behavior rather than 
of what does so in fact.

That irrelevant information can be infl uential is illustrated by an 
experiment in which participants were told that a container contained 
either 70 red, 30 white, and 50 blue beads or 30 red, 70 white, and 50 
blue. The task was to determine which of these combinations was the 
correct one by sampling beads from the container. Drawing blue beads 
sometimes had the effect of reducing participants’ confi dence in a work-
ing hypothesis, despite the fact that the drawing of blue beads was 
equally likely under both possibilities and therefore irrelevant to the 
choice (Troutman & Shanteau, 1977). In fact, judgments are infl uenced 
by what appears to be irrelevant information under a wide variety of 
circumstances (Gaeth & Shanteau, 1981, 1984/1986). 

Conversely, information that really is relevant may be ignored 
because its relevance is not recognized. Consider the problem of judging 
whether a particular individual in attendance at a party is a professor, 
given the knowledge that he is either a professor or an executive and 
that he is a member of the Bears Club. Most of the people faced with 
this problem in an experiment by Beyth-Marom and Fischhoff (1983) 
recognized that information regarding the percentage of the professors 
at the party who are members of the Bears Club would be relevant to the 
problem, but only about half of them saw the same information about 
the executives in attendance as relevant.

As already noted, consistency is often taken as the fundamental 
requirement of logically sound thinking. But consistency apart from rel-
evance is a weak criterion by which to judge the quality of thought. 
The belief that hydrogen is the most common element in the universe 
is perfectly consistent with the belief that chicken pox is caused by a 
virus. However, holding one of these beliefs does not help me to decide 
whether I should hold the other as well. They simply are not suffi ciently 
closely related for one to be relevant to the other. Although being very 
precise about general principles for judging relevance is diffi cult, we, in 
fact, make relevance judgments all the time without necessarily being 
aware of doing so. 

The rule “if some is good, more is better” seems to be applied some-
what uncritically in many contexts. In the context of decision making, 
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one sometimes hears the claim that the more information one has that 
is relevant to a decision, the better the decision is likely to be. The idea is 
tempered, however, by two caveats. First is the realization that there is a 
limit, possibly surprisingly small, to how much information an individ-
ual is able to assimilate and effectively use (Davis, Lohse, & Kottemann, 
1994; Fleming, 1970; Hayes, 1964; Hoepfl  & Huber, 1970; Kanarick, 
Huntington, & Petersen, 1969). Second is the fact that information often 
can be obtained only at some cost, so the question of whether the incre-
mental value of additional information pertaining to some decision that 
is to be made justifi es the cost of obtaining it becomes a signifi cant con-
sideration (Beach & Mitchell, 1978; Stigler, 1961).

Value

In Bayesian reasoning relevance has a quantitative connotation in the 
concept of diagnosticity, which is the extent to which a likelihood ratio dif-
fers from 1. A likelihood ratio is the ratio of two conditional probabili-
ties, each of which represents the probability of a specifi ed observation 
conditional on the truth of a specifi ed hypothesis. A likelihood ratio of 
1 means that the observation is equally likely under both hypotheses, so 
it provides no evidence that can be used to discriminate between them. 
An observation yielding a ratio close to 1 would be said to have little 
diagnostic value. In contrast, one that yielded a ratio greatly different 
from 1 would be said to be highly diagnostic because its effect would be 
to increase the probability of one of the hypotheses substantially while 
decreasing the probability of the other. The greater the diagnosticity of 
any bit of evidence, the more useful it is in helping to determine the rela-
tive plausibility of competing hypotheses. 

There is evidence from studies in social cognition—in which people 
have had to seek information to help make judgments about personality 
traits—that people are fairly sensitive to diagnosticity, which is to say 
they tend to prefer questions the answers to which would differ depend-
ing on which of the hypotheses under consideration is true (Bassock & 
Trope, 1984; Trope & Bassok, 1982, 1983; Trope & Mackie, 1987). Gener-
ally, diagnosticity is not the only determinant of the questions people ask 
in this situation, but it is one of them. 

Considerable attention has been given to the question of how well 
people can determine when they should gather additional information 
and when they should stop doing so in statistical decision-making tasks. 
Performance typically has been evaluated relative to normative models 
of behavior that have been developed to identify optimal performance 
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when it is feasible to quantify critical aspects of the situation, such as the 
cost and diagnostic value of information that can be acquired (Blackwell 
& Girshick, 1954; Raiffa & Schlaifer, 1961; Wald, 1947, 1950). Sometimes 
people stop seeking information too soon, and sometimes they continue 
to seek it after they should have stopped; there seems to be a general 
trend to seek too much when little is prescribed and too little when the 
normative models indicate the need for a lot (Edwards, 1967; Fried & 
Peterson, 1969; Pitz, Reinhold, & Geller, 1969). This is reminiscent of 
the contraction bias, which refers to a tendency to overestimate relatively 
small magnitudes and to underestimate relatively large ones or to over-
estimate the frequency of low frequency events and to underestimate the 
frequency of high frequency ones (Attneave, 1953; Lichtenstein, Slovic, 
Fischhoff, Layman, & Coombs, 1978). 

That it can be very diffi cult to determine whether information is 
worth the cost of obtaining it in situations of considerable importance 
to society is illustrated by the ongoing controversy regarding the advis-
ability of routine mammography screening for women in their forties 
(Maranto, 1996) and routine PSA testing of all men for prostate cancer 
(Hanks & Scardino, 1996). The estimated costs in these cases are rela-
tively easy to quantify, but the benefi ts are not, and thus the debate.

Unfortunately, in many—perhaps most—real life situations, nei-
ther the value of specifi c information nor the cost of obtaining it can be 
quantifi ed very precisely. Moreover, even if the cost of obtaining fur-
ther information can be computed in principle, the computation itself 
may be costly, and that cost, in turn, may be hard to determine, and so 
on. Quantitative models of behavior, whether normative or descriptive, 
have limited applicability when this is the case. Qualitatively, however, 
the principle seems clear enough; some information is worth acquiring 
and some is not. How good we are at telling the difference is an open 
question.

Judging Plausibility

Weekly World News is a tabloid that, along with the National Enquirer and 
several other stalwarts of present-day journalism, graces the checkout 
counter at many grocery stores. Among my favorite front-page WWN 
stories is one that appeared in September 10, 1991, issue, the headline of 
which reads: “TITANIC CAPTAIN FOUND IN LIFEBOAT!”. In smaller, 
but still bold print: “Navy ship picks up Englishman in fresh 1900s offi -
cer’s uniform. He thinks it’s April 15, 1912—and his pipe is still lit!” The 
article reveals that Captain E. J. Smith who “still looks like a man of 60 
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when in fact he’s 139 years old” is the second nonaging survivor of the 
1912 shipwreck to be found adrift in the Atlantic within 11 months. The 
other rescuee was a woman who appeared to be in her late 20s although 
her actual age was 107. Unfortunately, this lady aged rapidly after her 
rescue and died in about 6 months. The story quotes “a famed maritime 
researcher” as saying “These aren’t imposters we’ve found—these are 
people who were on the Titanic and should have died when it sank . . .“ 
It refers to the Saether Psychiatric Hospital where Captain Smith was 
undergoing a battery of tests and to Dr. Jarle Haaland, who was conduct-
ing the tests and had confi rmed Captain Smith’s positive identifi cation 
in a news release. 

This story is unusual among those that appear regularly in Weekly 
World News and similar tabloids only in its particulars; the amazing 
nature of its content distinguishes it not at all from countless others that 
appear from week to week. The same issue of Weekly carried an adver-
tisement for a special-offer subscription to the paper. The headlines on 
the front pages of issues shown in the ad included: “JFK IS ALIVE!” 
“MAN FROZEN IN 1936 REVIVED!” and “ALIEN CAPTURED BY U.S. 
AGENTS!” The alien mentioned in the last headline was of the extra-
terrestrial variety; its UFO, according to the caption, had landed in the 
mountains of Virginia.

Probably most readers of this book fi nd it easy to dismiss such sto-
ries as fabrications designed to exploit a particular market. I strongly 
suspect too, although am not aware of reliable data on the question, 
that there are people who accept such reports as factual. In any case, the 
stories mentioned in the preceding paragraphs probably represent, for 
most of us, something of an extreme on the dimension of plausibility. 
They cause us no diffi culty because we are not tempted to believe them. 
But it is easy to fi nd other stories, perhaps somewhat less “amazing,” in 
mainline media and elsewhere that do give us pause; we do not know 
whether to believe them or not. 

Importance of plausibility judgments

Every day each of us encounters numerous assertions, claims, and state-
ments of alleged facts. These come from a variety of sources: newspaper 
reporters and columnists, radio and TV announcers, advertisers, employ-
ers, employees, government offi cials, doctors, automobile mechanics, 
teachers, colleagues, friends, strangers. Some of the claims are important 
to us because they relate to matters of personal concern; others are of 
little or no interest. Those in the latter category we may ignore, or process 
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too superfi cially to worry about their truth or falsity. Among the asser-
tions that matter, some we accept as true, others we reject as false, and 
some give us trouble on this dimension—we do not know quite what to 
make of them. 

Sometimes we encounter clusters of related assertions, which we 
may refer to loosely as arguments. In the simplest form of argument we 
can identify two types of assertion: one conclusion or key assertion and 
one or more premises or supporting assertions. The conclusion or key 
assertion is what the originator of the argument really wants us to believe; 
the other assertions are offered in support of it—to implicate it in the case 
of formal deductive arguments, or to make it highly plausible in that of 
informal ones. In extended arguments the same assertion may play the 
role of conclusion or key assertion with respect to one portion of the argu-
ment and that of premise or supporting assertion with respect to another. 

Logicians distinguish between deductive and inductive arguments. 
In a deductive argument, one proceeds from the more general to the 
more particular; one states in a conclusion only what was contained 
already by implication in the premises. In an inductive argument, one 
usually proceeds from the more particular to the more general; the con-
clusion in this case—a generalization—may assert more than is asserted, 
even by implication, by all the statements that are given in its support. 
Deductive inferences, if they follow the rules of logic, are said to be valid, 
which means that if their premises are true, their conclusions are sure to 
be true also. Conclusions drawn inductively can never be said to be true 
with certainty, only more or less plausible. 

Evaluating arguments involves two kinds of judgment: (1) whether 
the conclusion or key assertion is implicated or made plausible by the 
premises or supporting assertions, and (2) whether to accept the prem-
ises or supporting assertions as true. Thus the ability to judge plausibility 
is doubly important: we need it both to assess claims that are of interest 
to us in their own right and to evaluate arguments. 

There have been countless studies of various aspects of human rea-
soning and many books on argumentation, most from a philosophical 
tradition. Philosophical treatments of argumentation have dealt primar-
ily with formal logic and deductive reasoning, although informal argu-
mentation and “everyday” reasoning have also been receiving much 
attention, especially in recent years (Voss, Perkins, & Segal, 1991). 

There seems to be a growing awareness that there is much more to 
being an effective reasoner in everyday life than being able to distinguish 
between valid and invalid logical forms. This is fortunate, inasmuch as 
most of the arguments one encounters do not fi t any canonical pattern. 
They tend to be extended and to include both deductive and inductive 
components, to rely on unstated assumptions, to contain ambiguities and 
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obscurities, to make use of various alogical strategems, and to assume a 
particular knowledge base on the part of the listener or reader.

The central importance of plausibility judgments in the evaluation 
of everyday arguments has not received the attention it deserves. Most 
empirical studies of argument evaluation take the factuality of the asser-
tions comprising an argument as given. Attention typically is focused on 
the question of the legitimacy of the reasoning process that gets one to 
the conclusion from the various assertions that comprise the argument. 
In real life this is an important question, but represents only part of the 
problem. What one wants to know is whether to accept the argument’s 
conclusion as true, and this involves making judgments about whether 
or not to believe the premises. 

Determinants of plausibility

The fundamental question that we need to ask is: what makes an asser-
tion more or less plausible, or, more generally, what are the determi-
nants of plausibility? This question suggests numerous others: Why are 
accurate statements of fact sometimes accepted as true and sometimes 
not? What determines whether specifi c instances of propaganda will be 
believed? Why are brainwashing and other types of efforts to indoctri-
nate sometimes effective and sometimes not? What gives rise to extrem-
ist views of different types? Why do some people readily espouse such 
views while others resist them? How do superstitions gain credence? 
What establishes the plausibility or implausibility of scientifi c hypoth-
eses before they have been put to a rigorous test? 

One would like both a descriptive model of plausibility (What 
determines plausibility?) and a normative one (What should determine 
plausibility?). A descriptive model should be predictive of human per-
formance. It should tell us what makes a particular assertion more or 
less plausible to a particular individual. We are a long way from such 
a model, but we can be reasonably sure that when one is developed it 
will recognize a number of variables as basic determinants of plausibil-
ity, some of which are descriptive of assertions and others of which are 
descriptive of individuals. An adequate model will almost surely not be a 
strictly linear one. It will have to provide for the possibility that the effect 
of one variable will be contingent on the status of another. 

Interperson variability with respect to the relative plausibility 
of specifi c assertions is to be expected. Assertions that are considered 
highly plausible by some individuals will be considered highly implau-
sible by others. Given the fact that people differ widely in their beliefs 
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and opinions on almost any subject, any model would be suspect that did 
not accommodate such individual differences. However, from the fact 
that people are likely to differ in what they consider plausible, it does 
not follow that there will be a large amount of interperson variability 
with respect to the factors that determine the plausibility of given asser-
tions; the same model may predict that a given assertion will be highly 
plausible to one individual and highly implausible to another because of 
the different perspectives that the individuals bring to the situation. One 
hopes to fi nd invariants, principles that hold across individuals and situ-
ations. What follows are some conjectures regarding what seem to me 
likely to be some of the variables that would be among the determinants 
of plausibility in any reasonably adequate model. 

Knowledge. The more one knows about a topic, the better basis one 
has for making judgments about the probable truth of assertions pertain-
ing to that topic. Assertions that follow from what one knows to be true 
will be seen as true. Assertions that contradict what one knows to be true 
will readily be recognized to be false. Of greater interest are the many 
assertions that fall between these extremes, namely those that neither 
follow from nor contradict what one knows to be true. Such assertions 
might be said to be consistent with one’s knowledge, but consistency 
alone is a weak indication of truth. On the other hand, if the assertions 
are considered to be closely related and they are consistent, knowledge 
of the truth value of one may well be used as a basis for judging the prob-
able truth value of the other.

But what about situations in which one does not have adequate 
knowledge on which to base a judgment? What is it, in these instances, 
that determines the credence one will give to an assertion? The remain-
ing variables in this conjectural list relate to this question. 

Global fi t. How readily one accepts an assertion as true will depend, 
in part, on how well that assertion fi ts with one’s total system of beliefs 
about the world. “Fits with” is an imprecise notion, but it will have to 
do for the present. It means more than logical consistency, but does not 
require logical implication. If an assertion not only is consistent with 
one’s general system of beliefs about the world, but tends to support it 
in some substantive way, it is more likely to be accepted than if it does 
not. Conversely, if it tends to be at variance with this system of beliefs 
in substantive ways, it is likely to be rejected. For example, if I believe 
that dictatorships are more likely than most other forms of government 
to indulge in politically motivated imprisonments and executions, I will 
probably have little trouble accepting as plausible media reports of such 
events in countries ruled by dictators. 
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Credibility of source. Most of us would probably give more credence 
to a report of an unlikely event if we found it in a reputable mainstream 
newspaper than if we found it in a sensationalistic tabloid. More gener-
ally, it seems safe to assume that one is more likely to accept an assertion 
as true if one considers its source to be trustworthy than if one does not. 
Unfortunately, this observation does not help much to answer our ques-
tion; it simply displaces it. What determines the credibility of a source? 

Perceived trustworthiness can be based, at least in part, on data. If 
one has frequently received information from a particular source in the 
past, and if one has been able to determine, after the fact, the truth or fal-
sity of the assertions that have come from this source, and if those asser-
tions have usually proved to be true, then one feels justifi ed in having 
a high degree of confi dence in assertions from that source. Presumably 
something of this sort is behind newscasters’ practice of noting, on occa-
sion, that a particular news item was obtained from a “reliable source”. 

Confi dence in a source need not have an all-or-none effect on plau-
sibility. It seems more reasonable to assume that it increases plausibility 
by some amount, making an assertion more plausible than it otherwise 
might be. How much difference it makes is likely to depend on how 
much confi dence one has in the source and the plausibility of the asser-
tion independently of its origin, which is to say how plausible it would be 
if its source were unknown. If the assertion is highly plausible for other 
reasons, the fact that it came from a highly trustworthy source would 
not be able to have much impact. If the assertion is highly implausible 
a priori, then knowledge that it came from a highly trustworthy source 
might increase its plausibility substantially.

Clearly there are instances in which a greater weight is given to the 
credibility of sources than is justifi ed. The power of demagogues comes 
largely from the unquestioning credence their followers give to whatever 
they say. Much advertising (as well as endorsements of political candi-
dates and sundry causes) seems to be based on the assumption that many 
people will believe anything that a celebrity says. Some people may have 
a tendency to give too much credence to anything they read, on the 
assumption that if it is written down it must be true. One might think 
that any such tendency would be corrected quickly by the discovery of 
contradictions in print. This thought leads to the conjecture that people 
who read widely are less likely to accept uncritically everything they 
read than people who read sporadically or who restrict their attention 
to writers representing a narrow range of views. More research on ques-
tions of these sorts would be useful.

Preference. Philosophers and psychologists alike have observed that 
there appears to be a universal tendency to give more credence to asser-

RT94878_C007.indd   276RT94878_C007.indd   276 9/24/2007   10:02:32 AM9/24/2007   10:02:32 AM



Preference and Judgment 277

tions one would like to be true than to those one would like to be false. 
Most of us may fi nd this observation to be intuitively compelling, because 
we see the principle at work in ourselves and in other people. And objec-
tive evidence of a positive correlation between the probability that one 
will believe a proposition to be true and the probability that one will 
consider it to be desirable is not wanting (Lefford, 1946; McGuire, 1960). 
Matlin and Stang (1978) see this as one manifestation of what they call 
the Pollyanna principle, according to which people tend to give preferen-
tial treatment to pleasant thoughts and memories over unpleasant ones. 

Disposition. Perhaps some people are more inclined to be questioning 
and unwilling to accept claims uncritically than are others. One must 
assume that, as traits or dispositions, credulity and skepticism are, at 
least in part, acquired as a consequence of early experience and training. 
A child who has been encouraged to question is less likely to be willing 
to accept at face value whatever is claimed than is one whose questioning 
has consistently evoked authoritative rebuke. Without doubt, there are 
other determinants of plausibility in addition to the relatively obvious 
ones mentioned here. Identifi cation of these variables and determination 
of their effects remain challenges for research. 

Intentional criterial biases in judgment

Fairly strong biases are sometimes intentionally built into judgment 
and decision-making procedures, because some types of errors are 
more acceptable than others. In addition to medicine, another context 
in which this obviously is the case is that of judicial decision making. 
Criminal court protocol is guided by the principle that the error of letting 
a guilty person go free is generally more acceptable to society than that 
of erroneously convicting an innocent person. For that reason the point 
of departure for every criminal court proceeding is a presumption of the 
innocence of the defendant; the burden of proof rests upon the prosecu-
tion. Further, the prosecutor must prove guilt beyond reasonable doubt 
in order to get a conviction.

Strictly speaking, a court proceeding never results in a verdict of 
innocence. The verdict is either guilty or not guilty. A not-guilty verdict 
means literally that the prosecution failed to demonstrate the defendant’s 
guilt beyond doubt; it does not mean that innocence was proved. This 
is an extremely important aspect of the judicial process in the United 
States and many other democracies. Defendants need not prove their 
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innocence, they are assumed to be innocent unless the prosecution can 
establish their guilt. 

There is an analogous bias that pertains to the method most com-
monly used to test hypotheses within the experimental sciences. When 
one applies a (Fisherian) statistical test to experimentally gathered data 
in order to determine whether two samples should be considered to have 
been drawn randomly from the same or different populations, the pre-
sumption in this case is the null hypothesis, the hypothesis of no differ-
ence. Typically, in order to reject this hypothesis and thereby conclude 
that the samples came from different populations, the outcome must be 
such that one could expect to obtain it by chance only infrequently, say 
less than 5% of the time if they did come from the same population. This 
rule refl ects a strong preference for failing to reject the null hypothesis 
when it is false over rejecting it when it is true.

Scientists typically are looking for differences between sets of data, 
refl ecting the effects of their actions, so setting the bias against rejecting 
the null hypothesis when there really is no difference between the sam-
ples is in the interest of conservatism. It makes it relatively diffi cult for 
scientists to conclude that they have found a difference when in fact they 
have not. Because of this bias, a scientist generally does not conclude that 
the null hypothesis has been confi rmed. The conclusion either is that the 
null hypothesis is rejected (a difference has been found) or that the null 
hypothesis is not rejected (a difference has not been found). 

Often socially-signifi cant judgments must be made in light of the 
necessity to settle on a compromise between two undesirable possible 
outcomes, it being impossible to decrease the probability of one of the 
outcomes without increasing that of the other. Where the threshold for 
triggering action should be set in such cases can be a matter of debate and 
controversy. The possibility of identifying biological indicators of people 
with an unusually high potential to become violent criminals illustrates 
the point. Suppose such a marker, or set of markers, were discovered that 
could identify a subset of the population that had a much-higher-than 
average probability of engaging in violent crime—to be specifi c, suppose 
people with this marker, or constellation of markers, were fi ve times as 
likely as those without it to do so. The incidence of violent crime could be 
decreased by taking some preventive measures with regard to the people 
so identifi ed; however, the measures taken could be perceived as—and 
well might be—infringements on the rights of the individuals involved. 
What to do with such knowledge, if it should become available, poses a 
nontrivial question that society must face (Gibbs, 1995); should the bias 
be set so as to protect society from potentially violent people at the cost 
of infringing the rights of individuals who have broken no laws and may 
never do so, or should it be set so as to protect the rights of all individuals 
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who have committed no crimes, at the likely expense of permitting some 
violent acts to occur that might have been prevented?

It is interesting to refl ect on whether we make use of such crite-
rial biases in our day-to-day judgments, perhaps without being aware of 
doing so. I fi nd it easy to believe that we do and that we should. Giving 
one “the benefi t of the doubt” seems to refl ect a bias in the direction of 
demanding fairly compelling evidence before being willing to draw a 
conclusion that puts another person in an unfavorable light. (This is not 
to suggest, of course, that we never draw conclusions that are unfavor-
able to others on the basis of fl imsy evidence.) Our tendency to persevere 
with established beliefs in the face of evidence that goes counter to those 
beliefs is another instance of a criterial bias that seems to operate in 
everyday thinking. As noted in chapter 4, this can be a functional bias, if 
not carried too far. How far is too far is a judgment call.

Clinical Diagnosis

Clinical diagnosis is generally viewed as a demanding cognitive task 
requiring expertise and great skill in reasoning on the part of one who 
performs it well. As a consequence of increasing medical knowledge and 
an ever-expanding array of diagnostic procedures and treatment options, 
the physician’s task, both as diagnostician and care giver is becoming 
increasingly complex (Doubilet & McNeil, 1985/1988; Garnick, 1994). 
Numerous investigators have studied reasoning in the specifi c context 
of clinical diagnosis. The following limited review is intended to give 
a glimpse of work that is representative of what has been done. More 
extensive reviews include Elstein and Schwartz (2002) and Wood, Garb, 
Lilienfeld, and Nezworski (2002). 

Focusing

The results of some studies indicate that clinicians often make diagnoses 
on the basis of a small number of variables (e.g., three to fi ve) even when 
many more are considered relevant (Fisch, Hammond, Joyce, & O’Reilly, 
1981; Kirwan, Chaput de Siantonge, Joyce, & Currey, 1983). Kleinmuntz 
(1968) suggests that diagnosticians tend to look for a few indicators that 
they consider especially informative and base their judgments on those 
indicators. Not surprisingly, a clinician who believes that a given symp-
tom is indicative of a specifi c disease is more likely to look for the disease 

□
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in the presence of that symptom than in its absence (Golding & Rorer, 
1972). 

Investigators have emphasized the importance of pattern recogni-
tion as a way of limiting the amount of data that a clinician must keep 
in short term memory while working on a diagnosis. The recognition of 
similarity to previously-seen symptoms and cases has been identifi ed as 
a major factor in diagnoses, sometimes helpful, sometimes not (Brooks, 
Norman, & Allen, 1991; Hatala, Norman, & Brooks, 1999). Eddy and 
Clanton (1982) suggest that clinicians typically aggregate the elements 
of a medical history into one or a few features that can be represented by 
a few labels. They suggest also that diagnosticians quickly select one or 
two fi ndings as a “pivot” that can serve as a focus for subsequent reason-
ing about the case. The immediate objective then becomes to fi nd a cause 
for the pivotal symptom(s). 

In looking for causes, diagnosticians often generate one or a small 
set of hypotheses very early in the diagnostic session (Elstein, Shulman, 
& Sprafka,1978). A hypothesis in hand can guide the search for addi-
tional clues. It can also decrease the likelihood that alternative hypoth-
eses will be considered, and it can bias the interpretation of subsequently 
acquired data (Barrows, Feightner, Neufeld, & Norman, 1978; Barrows, 
Norman, Neufeld, & Feightner, 1977; Elstein, Shulman, & Sprafka, 1978; 
Wallsten, 1978). 

Accuracy and consistency in diagnosis

Studies of how much importance is attached to specifi c signs or symp-
toms in diagnosing medical problems have shown a lack of consistency 
among physicians in this regard (Wegton, Hoellerich, & Patil, 1986). This 
perhaps should not be surprising, given the fact that the reliability of 
many of the signs and symptoms used in medical diagnosis is not high 
(Koran, 1975). 

Although the general unreliability of medical diagnosis is well doc-
umented (Eddy, 1984), as is the fact that physicians sometimes show 
low degrees of agreement among themselves in diagnoses (Garland, 
1959, 1960; Hoffman, Slovic, & Rorer, 1968), the degree of uncertainty 
involved in the practice of medicine is probably not appreciated by lay 
people and perhaps not even by the medical profession (Feinstein, 1967; 
Fox, 1957; Katz, 1984/1988). Katz (1984/1988) discusses several reasons 
why physicians may resist disclosing to patients, and possibly to them-
selves, the degree of uncertainty that may characterize their own medi-
cal judgments. 
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A common fi nding in studies of clinical judgment has been that 
judgmental accuracy does not increase consistently with the amount 
of information at the clinician’s disposable (Garb, 2005; Goldberg, 
1968; Nystedt & Magnusson, 1972) or with the years of experience of 
the clinician (Dawes, 1989; Garb, 1989). Sisson, Schoomaker, and Ross 
(1976/1986) argue that the quality of clinical diagnosis can sometimes be 
decreased by providing the clinician with too much information. They 
show how the death rate might be increased as a consequence of the use 
of a diagnostic test that detects pancreatic cancer in 80% of people who 
actually have the cancer and has a 5% false-alarm rate. In their words, 
“additional knowledge, acquired through scientifi c and safe methods and 
no more imperfect than that available for many clinical judgments can, 
under some circumstances, cause more harm than good” (p. 357). 

In the example used by Sisson, Schoomaker, and Ross, the inci-
dence of the disease is assumed to be small—12 in 1,000—which means 
that a small false-positive rate can produce relatively large numbers. 
With this incidence rate, if the test were administered to 1,000 random 
people, it would be expected to yield positive results on about 10 of the 
12 or so people who have the cancer and on about 50 of those who do 
not, which means that only about 1 in 6 of the positive tests would fl ag 
a real cancer. Sisson et al. give a similar illustration with the use of liver 
scans to help determine whether known broncogenic cancer had metas-
tasized to the liver. Other studies have shown that many physicians fi nd 
it easy to confuse the probability of the presence of a disease given a 
positive diagnostic test result with the probability of a positive test result 
given the disease (Anderson, 1990; Casscells, Schoenberger, & Grayboys, 
1978), and these probabilities can be very different when dealing with a 
low-incidence disease and a diagnostic test with a moderate false posi-
tive rate. Generally, positive test results are likely to have relatively low 
positive predictive value (a small proportion of the positive results will 
identify true-positive cases) when the condition tested for has very low 
incidence in the tested population (Getty, Swets, Pickett, & Gonthier, 
1995). 

Actuarial statistics and clinical judgment

Diagnoses and predictions of success based on statistical methods (typi-
cally the weighted average of several predictor variables) consistently 
have been shown to be at least as accurate, and often more accurate, than 
diagnoses and predictions based on diagnosticians’ judgments (Dawes, 
1971, 1979; Dawes, Faust, & Meehl, 1989; Goldberg, 1970; Leli & Filskov, 
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1984; Meehl, 1954, 1986; Sawyer, 1966; Wedding, 1983). Essentially the 
same fi nding has been obtained with diagnoses of psychiatric disorders 
(Goldberg, 1965), predictions of success or failure in school (Dawes, 1971) 
and predictions of success or failure in business (Libby, 1975, 1976). An 
advantage that statistical prediction rules have over clinical judgment 
is that the rules will give precisely the same prediction under the same 
circumstances time after time. Judgment however will vary and yield 
different predictions even in identical cases. Meehl (1954, 1956, 1960) 
was an early and effective spokesman for the use of actuarial data for 
diagnosis.

Practitioners have been reluctant to use statistically based formulas 
for interpreting the results of diagnostic tests even in the face of evi-
dence that formulas consistently do better than human interpreters (de 
Dombal, Leapar, Horrocks, Staniland, & McCann, 1974; Goldberg, 1968; 
Wade & Baker, 1977). Griffi n and Tversky (1992) refer to the tendency to 
prefer an individual or inside view to a statistical or outside one as “one 
of the major departures of intuitive judgment from normative theory” (p. 
432). Explaining this preference is an important question for research. 
The somewhat cynical view that diagnosticians reject statistically-based 
predictive techniques only because the use of them would devalue their 
own expertise is surely an overly simplistic explanation. While this con-
sideration may be a factor, experts performing diagnoses undoubtedly 
sincerely believe that they can do better than the averages, whether or 
not they can.

Dawes (1988) points out that clinical judgment remains important 
despite such fi ndings as those mentioned above because it is the clini-
cian or judge who selects the variables used by the statistical diagno-
ses or prediction formulas. He notes too the importance of this selection 
because the statistical methods work best when each of the predictor 
variables has a monotonic relationship with the variable being predicted. 
Dawes and Corrigan (1974) present convincing evidence that the selec-
tion of an appropriate set of variables is more important than getting 
precisely the right weights on them. In their study a random assignment 
of weights produced almost as good results as did an optimal assignment. 
In some cases, randomly weighted linear models have done better than 
the experts (Dawes, 1979). 

Some investigators have argued for diagnostic approaches that com-
bine clinical judgment and statistical methods (Ægisdóttir et al., 2006; 
Meehl, 1996; Pankoff & Roberts, 1968; Sawyer, 1966; Swets, Dawes, & 
Monahan, 2000 a, b; Westen & Weinberger, 2004). Experimentation has 
been done with approaches in which certain judgments, estimations, or 
predictions made by a person regarding specifi c variables that relate to 
the problem are fed into a computational model or process that produces, 
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or at least proposes, the solution algorithmically (Ahlers, 1966; Wendt, 
1965). Westen and Weinberger (2004) defend the belief that, notwith-
standing the validity of claims regarding the relative accuracy of statisti-
cal prediction, clinicians can make reliable and useful observations and 
inferences. They argue that clinical observation and statistical prediction 
are better thought of as marking the ends of a continuum of diagnostic 
methods than as representing a dichotomy. 

Bayesian diagnosis

The possibility of applying a Bayesian approach to diagnosis has been a 
focus of much research. This approach involves estimating the prior prob-
abilities of occurrence of specifi c diseases, and, for each possible disease, 
the probability of the specifi c symptoms observed, given that disease, 
and then using these estimates to compute, with Bayes’s rule, the prob-
abilities of specifi c diseases given the symptoms observed. The approach 
is the same in other diagnostic contexts, given appropriate substitutions 
for diseases and symptoms. 

Debate over the usefulness of this approach has been going on for 
some time (Eddy & Clanton, 1982; Feinstein, 1977; Gigerenzer & Hof-
frage, 1995; Harris, 1981; Jones, 1979; Krauss, Martignon, & Hoffrage, 
1999; Lewis & Keren, 1999; Mellers & McGraw, 1999). Apparently, phy-
sicians do not, as a rule, use a Bayesian reasoning process spontaneously 
to perform a diagnosis. Eddy and Clanton (1982), who make this observa-
tion, note how diffi cult it is to apply the Bayesian approach in the clinical 
situation. The problem of estimating both the probability of occurrence 
of every possible disease (a requirement of the Bayesian approach is that 
the set of hypotheses be exhaustive) and the probability of the symp-
tom set conditional upon each disease can be a daunting task indeed. 
Fischhoff and Beyth-Marom (1983) argue that there are a number of 
potential sources of bias in the use of a Bayesian approach and that bias 
can affect essentially any aspect of it.

On the other hand, some investigators have argued that indepen-
dently of the calculation of probabilities, simply understanding the logic 
underlying the Bayesian approach may itself be helpful in improving 
systematic diagnoses. Wolf, Gruppen, and Billi (1985) suggest that the 
fact that application of Bayes’s rule forces one to relate explicitly each 
of the symptoms being considered to all of the hypothesized diseases 
before making a judgment imposes a useful discipline on the diagnostic 
process. This discipline has been referred to as the competing-hypotheses 
heuristic (Elstein, Shulman, & Sprafka, 1978). Use of it should decrease 
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the likelihood of premature closure. The need for such a heuristic is seen 
in evidence that medical students often tend to seek information about 
several symptoms for a single disease rather than evaluating one symp-
tom across many diseases (Wolf, 1983).

The failure to consider the same symptom across alternative disease 
possibilities is sometimes referred to as the problem of pseudodiagnosticity 
(Kern & Doherty, (1982). The preference for evaluating several pieces of 
data against a single hypothesis over evaluating a single datum against 
several hypotheses has been found in other contexts as well (Doherty, 
Mynatt, Tweney, & Schiavo, 1979; Tweney, Doherty, Worner, Pliske, & 
Mynatt, 1980). One explanation of this preference is that people have 
diffi culty in coping with more than one mental model of a situation—
one hypothesized disease—simultaneously (Girotto, Evans, & Legrenzi, 
1996). 

The argument that subjecting a problem of diagnosis to a Bayes-
ian analysis can be useful somewhat independently of the calculations 
involved may be made with respect to analytic techniques more gen-
erally. The benefi ts from use of these techniques may sometimes come 
primarily from the discipline of thinking about diagnostic problems in a 
structured way (Watson & Brown, 1975). 
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8
CHAPTER

   Decision and Choice

The subject of this chapter is very closely related to that of the immedi-
ately preceding one. Judgment and decision making are more often than 
not discussed together in the psychological literature, and it is diffi cult 
to make a sharp distinction between the two concepts. Decision mak-
ing was referred to several times in the preceding chapter and some-
times when the word “judgment” or “diagnosis” was used, “decision” 
undoubtedly would have done just as well. A defensible rationale for 
separating the subjects is that the preceding chapter on preference and 
judgment emphasizes states of mind whereas this one on decision and 
choice emphasizes the process of choosing among options for action, 
but in fact this split was more than anything a matter of organizational 
convenience.

Decision and Choice in Natural Settings

For most of us, selecting what to wear on any given day, what to have 
for lunch, whether to take in a movie after dinner, or to mow the lawn 
are decisions, but not momentous ones. We may give so little thought to 
them that we are hardly conscious of making them at all. In contrast, we 
are likely to be acutely aware of the effort involved in trying to decide 
whether or not to accept a particular job offer, how to attempt to repair a 
damaged relationship, or which of two possible courses of treatment for 
a serious illness to elect. Probably most of the decisions we make on a 
day-to-day basis fall somewhere between these extremes. Part of what it 
means to be rational is having a sense of how much thought a given deci-
sion is worth. Clearly it is possible to put too little effort into very serious 
decisions and too much effort into inconsequential ones.

□
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Psychological experimentation on decision making and choice has 
been extensive, but despite a very large literature, surprisingly little is 
known about how decisions are made in nonlaboratoy situations. Most 
of the experimental work that has been done on choice or decision mak-
ing in the laboratory has focused on the question of how people choose 
among alternatives and what variables affect their choices. Typically, 
options are provided by the experimenter and it is clear what they are. 
In life outside the laboratory, the most diffi cult aspect of choice behavior 
may be determining what options one has. Outside the laboratory, many 
of the choices people make are consequential in the sense that people 
have to live with their outcomes and the quality of their lives may be 
affected by them in nontrivial ways. Seldom is this the case in experi-
mental situations. Not surprisingly, there is some evidence that people 
may perform differently in decision situations when the pressure is high 
(e.g., there is a potential for real personal loss) than when it is not (Ein-
horn, 1971; Wright, 1974).

Real-life choice problems vary over an enormous range with 
respect to both complexity and the seriousness of the stakes. Selecting 
a meal from a restaurant menu is a choice problem and, in the abstract, 
not unlike the problem of choosing among possible treatments for a life-
threatening illness. To the individual faced with these decisions, how-
ever, there is a world of difference between them, especially in terms of 
the seriousness of the consequences of making a poor choice. It would be 
less than surprising if rules that describe behavior in the one situation 
reasonably well were inadequate to describe it in the other. Relatively 
little is known about how the rules of choice behavior depend on such 
factors as complexity and stakes, but what little information there is on 
the subject suggests that these are important variables. 

This is not to suggest that laboratory studies of decision making can 
reveal nothing about decision making in the day-to-day world, but only 
that in applying fi ndings outside the context of the situations in which 
they were obtained, it is important to bear the limitations of laboratory 
studies in mind. Moreover, although it is still true that most of the labo-
ratory research on choice and decision making is focused on the act of 
choosing among alternatives, the alternatives being given, this situation 
may be changing. Some thinking in decision theory has been directed at 
the process by which the decision alternatives are initially admitted for 
consideration (Beach, Smith, Lundell, & Mitchell, 1988).

Making choices is not something that we can elect to do or not, 
choices are forced upon us and we make them, if only by default, con-
stantly. Many of the choices one faces in daily life must be made with less 
than complete certainty regarding what the consequences of the choices 
will be. And the uncertainties often involve tradeoffs. In a democratic 
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society, citizens are called on to make various kinds of decisions periodi-
cally via the voting booth. Often these decisions involve, at least indi-
rectly through elections of leaders and policy makers, tradeoffs that must 
be made between confl icting objectives. How to strike an acceptable bal-
ance between safeguarding the freedom and liberty of the individual 
on the one hand and promoting the stability, safety and humaneness of 
society and general welfare of the citizenry on the other is a perennial 
challenge to rational choice. 

Dynamic and naturalistic decision making

Clancy, Elliot, Ley, Omodei, Wearing, McLennan, and Thorsteins-
son (2003) criticize laboratory research on decision making for being 
focused, for the most part, on single decisions. “The bulk of this labora-
tory research,” they contend, “has typically employed highly artifi cial 
tasks, and as such has yielded mostly trivial outcomes” (p. 588). Real-
world decision situations, they argue, tend to be dynamic in the sense 
that they require that a sequence of related decisions be made. Decision 
making, in this view, is seen more as an on-going process of interacting 
with one’s environment, which is changing—in part as a consequence of 
the decisions that are made—continuously in time. 

Clancy et al. give special attention to situations in which the deci-
sion making responsibility is distributed over several people functioning 
within a hierarchical command structure. In such a structure, the time 
and space horizons may differ for decision makers at different levels of 
the hierarchy and there may be tradeoffs between realizing more global 
and more local goals. Clancy et al. consider, in particular, the question 
of the relative effectiveness of two different styles of distributing the con-
trol of decision making across levels of a hierarchy: an action command 
style in which specifi c action commands are issued by the highest level, 
and an intent command style in which a top-level commander’s inten-
tions are distributed to subordinates who are relatively free to choose 
actions to attempt to realize those intentions. The results of a simula-
tion study with a forest-fi re control scenario were interpreted as showing 
the intent-command style to be superior to the action-command style in 
this instance. Given the prevalence of hierarchically organized author-
ity structures in society—business, government, military—the fi nding 
seems an important one; however, having been obtained with college 
students without experience in the problem domain, it bears investiga-
tion with experienced decision makers in a variety of domains to deter-
mine how generally it holds. 
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Dynamic decision making is diffi cult to study in real-world situ-
ations, because typically there are many variables that cannot be con-
trolled, and the study can interfere with the ability of the decision makers 
to perform their function adequately. Consequently, much of the research 
that has been done in this area has made use of games or simulations. 
Prominent among dynamic decision situations that have been studied 
in the laboratory with the help of gaming methods are those involv-
ing bargaining and negotiation (Morely, 1978; Morley & Stephenson, 
1977). Bargaining and negotiation have in common the aim of resolving 
a confl ict of interests or goals—convergence on a position that the parties 
involved, whose interests or goals differ at the outset, can both (or all) 
accept. Bargaining and negotiation situations can be formal or informal, 
and the rules that appear to apply in the one case do not necessarily 
hold in the other. Topics of interest to researchers include cooperation, 
competition, compromise, concession, and mediation. Other dynamic 
situations that have been studied with the help of games or simulations 
include such widely ranging subjects as stock purchasing (Ebert, 1972) 
and fi re fi ghting (Brehmer & Allard, 1991).

Fire fi ghting is prototypical of many dynamic decision-making situ-
ations in which decision makers must respond to critical situations under 
pressing time constraints that do not permit the luxury of unlimited 
refl ection and analysis before taking action (Kerstholt & Raaijmakers, 
1997). Such situations are often encountered in the contexts of acci-
dents, or natural disasters, and emergencies of sundry kinds (Brehmer, 
1992). One objective of such research is to determine kinds of support 
that decision makers need to function well in such situations (Gonzalez, 
2005). Another is to study how performance changes with experience 
and whether what is learned transfers from one dynamic situation to 
another (Gonzalez, 2004; Gonzalez & Quesada, 2003). Recent reviews 
of work on dynamic decision making include those of Sterman (1994), 
Kerstholt & Raaijmakers (1997), and Busemeyer (2002).

A prominent attempt to study decision making as it occurs in the 
world outside the laboratory—or in simulations of real world contexts—
has been spearheaded by Klein and colleagues (Cannon-Bowers, Salas, 
& Pruitt, 1996; Klein, 1998; Klein, Orasanu, Calderwook, & Zsambok, 
1993; Zsambok & Klein, 1997). Generally referred to as the Naturalistic 
Decision Making (NDM) approach or perspective, this line of inquiry 
represents an alternative to the more traditional laboratory study by 
acquiring some measure of realism at the cost of the loss of some measure 
of control. An overview of the NDM perspective and a brief history of its 
emergence are given by Pliske and Klein (2003). NDM researchers tend 
to be motivated more by the objective of fi nding ways to improve perfor-
mance on real decision tasks than by that of developing better theories of 

RT94878_C008.indd   288RT94878_C008.indd   288 10/4/2007   4:28:55 PM10/4/2007   4:28:55 PM



Decision and Choice 289

decision making. Much of the work involves observation of experienced 
professionals (fi re fi ghters, air traffi c controllers, military commanders) 
functioning in their normal roles.

Although the NDM approach is not primarily theory driven, it is 
not antitheoretical. Pliske and Klein note that many of the applications 
developed by NDM researchers are broadly based on cognitive and social 
psychological theories and they consider a greater application of cogni-
tive and social psychological theories to problems of training and system 
design to be desirable. Citing Lipshitz (1993), who describes nine models 
that relate to the NDM perspective, they identify the Recognition-Primed 
Decision (RPD) model fi rst proposed by Klein, Calderwood, and Clinton-
Cirocco (1986) as the one most closely associated with NDM.

In keeping with an emphasis of the NDM perspective on the impor-
tance of experience in judgment and decision-making performance, 
the RPD model stresses the role of memory of similar situations as the 
fi rst resource to which decision makers turn in dealing with decision 
problems. According to this model, seasoned decision makers use their 
experience to generate a reasonable—not necessarily optimal—option 
quickly, without considering lots of alternatives. The model is descriptive 
and does not prescribe what decision makers should do. Pliske and Klein 
describe interview data supporting the contention that experienced deci-
sion makers in stressful situations typically adopt a course of action with-
out any deliberative evaluation of alternatives and that when evaluation 
does occur it tends to consist of mentally simulating the possible out-
comes of the proposed course of action. 

Pliske and Klein deal with several criticisms that have been lev-
eled at the NDM perspective. They point out that, in contrast to much of 
the work on decision making that has emphasized how heuristics have 
degraded the quality of decision making, NDM researchers have tended 
to examine the strengths of heuristics and how experts have learned to 
use them to advantage. The perspective is similar to that of Gigerenzer 
(references below) and colleagues in emphasizing the effectiveness with 
which simple heuristics can sometimes be applied to complex decision 
situations. 

Everyday decisions

Decisions can be classifi ed in a variety of ways, but a major way in which 
they differ from each other is in terms of their signifi cance to the deci-
sion maker. At one extreme are life-altering decisions, such as the choice 
of school, vocation or profession, marriage partner, and place of resi-
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dence; at the other are “everyday” decisions, examples of which include 
deciding what time to get up in the morning, what to wear, what to eat 
for breakfast, and how to use a bit of discretionary time. This is not a 
dichotomy; decisions can vary along a continuum of importance or prac-
tical signifi cance. 

Another distinction that has been made is based on the amount of 
thought that a decision requires. Again, there is not a sharp dichotomy; 
how much thought a decision requires can vary from next to none at all 
to as much as one can muster. Svenson (1999, 2003) distinguishes four 
levels of decisions on the basis of the amount of energy they require. He 
suggests that most decision making takes place at the lowest, or most 
mundane, level and is accomplished by such simple heuristics as doing 
what one has done in the same situation before or imitating what others 
do. In contrast, decisions at the highest level require focused attention 
and problem solving. Probably many, if not most, of the choices of lesser 
importance are made by habit with a minimum of conscious consider-
ation of alternatives (Berger & Luckmann, 1966/1990), but people are 
likely to approach decisions differently if the consequences affect them 
personally than if they do not (Wagenaar, Keren, & Lichtenstein, 1988).

Decisions that require little, if any, thought include everyday deci-
sions, like the decision to brush one’s teeth after eating, which have 
become routine and automated with repetition, although they may have 
required thought the fi rst few times they were made (Bargh & Chartrand, 
1999; Wegner & Bargh, 1998). Such routine decisions have sometimes 
been referred to as policies (Redelmeier & Tversky, 1992; Schneider & 
Barnes, 2003). Schneider and Barnes note a paucity of research on their 
origin, despite their fundamental signifi cance in people’s daily lives.

Gigerenzer and colleagues have identifi ed a number of fast and fru-
gal heuristics that people appear to use to facilitate choice in a variety 
of situations (Gigerenzer & Goldstein, 1996, 1999; Gigerenzer & Todd, 
1999a, b; Goldstein & Gigerenzer, 1999; Todd & Gigerenzer, 1999, 2003). 
One that has attracted much attention is the “Take the Best” rule, which 
prescribes that when one has to judge which of two alternatives beats the 
other with respect to some specifi ed criterion (the larger of two cities, 
the more promising of two possible investments), one should compare 
the two alternatives with respect to properties that have some relevance 
to the criterion (in the case of cities, whether either has a professional 
sports team, a university, an airport, . . .), doing so one property at a time 
until a property is found on which the alternatives differ and then make 
the choice on the basis of that single difference. 

Martignon and Krauss (2003) present evidence suggesting that 
whether people take a Bayesian approach to a decision problem, use a 
fast and frugal heuristic such as “Take the Best,” or switch from one 
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approach to the other, may depend on the particulars of the situation. 
They had people make buy or sell decisions with respect to a company’s 
stock on the basis of evaluations published by three stock-trade maga-
zines, each of which had a validity rating. If one of the validity ratings 
was much larger than the other two, people tended to use the Take-the-
Best strategy, whereas if the ratings were close in value, they were more 
likely to use a Bayesian approach.

Important among the factors that infl uence decision making in 
everyday contexts are affective variables—emotion, mood, disposition 
(Damasio, 1994; Finucane, Alhakami, Slovic, & Johnson, 2000; Finu-
cane, Peters, & Slovic, 2003; Hsee, 1998; Zajonc, 1980). Finucane and 
colleagues suggest that affect infl uences judgment and decision making 
by means of positive and negative feelings that are attached to mental 
representations of decision options. Such feelings depend on characteris-
tics of the individual as well as on the decision options; the same options 
will evoke different feelings in different people. Making a decision on 
the basis of an affective reaction to the options can be faster and less 
cognitively demanding than weighing the pros and cons of the alterna-
tives; for this reason, Finucane and colleagues call this use of affect the 
affect heuristic. 

Finucane, Peters and Slovic (2003) describe their model of affect 
and decision making as having much in common with proposals put 
forth by Epstein (1994), Sloman (1996), and Loewenstein, Weber, Hsee, 
and Welsh (2001), among others. They do not argue that people invari-
ably make decisions on the basis of affective reactions alone. They sug-
gest that the tendency to resort to the affect heuristic increases under 
conditions that reduce one’s capacity for deliberation, as when a decision 
must be made under time pressure or distracting circumstances. Citing 
Hess (2000) and Hess, Pullen, and McGee (1996), they note that aging 
also may increase reliance on affect as a basis for choice.

The “tyranny of choice”

People living today in the United States and other developed countries 
have more alternatives from which to choose—whether considering 
what to have for dinner, what to read for enjoyment, where to spend the 
next vacation, or what to do to make a living—than people have had at 
any other time in history. It seems natural to assume that greater choice 
means greater satisfaction, as a general rule; the greater the range of alter-
natives from which one can make a selection, the more likely one should 
be to fi nd among those alternatives some that suit one’s preferences. 
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The idea that the more freedom one has to choose the happier one 
is likely to be is challenged by Fromm (1942/1963) in Fear of Freedom, 
the main thesis of which is that people sometimes willfully give up their 
freedom of choice so as to be rid of the responsibility of choosing well 
that goes with it. Jaspers (1952) captures a similar idea in his claim of an 
“urge to be freed from freedom” (p. 36). 

More recently, psychologists have obtained evidence that abundant 
choice can be a burden and can make for dissatisfaction (Lane, 2001; 
Schwartz, 2004a; Schwartz, Ward, Monterosso, Lyubomirsky, White, & 
Lehman, 2002). Schwartz (2004b) describes what he refers to as the tyr-
anny of choice, which affl icts especially people who tend to seek to make 
choices that are optimal in some sense—people who are maximizers, as 
opposed to satisfi cers, to use a distinction made by Simon (1957). Such 
people may feel compelled to try to check out all the options in a choice 
situation before making a selection, and to feel short-changed if they 
are unable to do so. The greater the number of choice alternatives, the 
greater the burden of investigating them all, and the greater the likeli-
hood of wondering, after a selection has been made, whether one could 
have done better. Some evidence suggests that maximizers may be prime 
candidates for mental depression. 

Presumably, total lack of choice is a condition that few people would 
be likely to consider desirable, but the desire to be told what to do, to be 
completely relieved of the responsibility of choice, is a reason that some 
people have for joining cults that rigidly dictate one’s every move (Appel, 
1983). And people who are not cult-bound can feel overwhelmed by the 
range of choices they have in many situations. Total freedom can lead 
not only to anarchy on a societal scale but to angst for the individual. 
The question of where the happy medium lies between freedom and con-
straint, between too much structure and too little, between a degree of 
choice that is intimidating and one that is too restrictive has attracted the 
attention of researchers and is likely to hold it for some time to come.

Solutions versus tradeoffs

I have mentioned the idea that decisions and choices often involve trad-
eoffs several times in the foregoing, and I have argued the ubiquity of 
tradeoffs in decision making, choice and policy establishment elsewhere 
(Nickerson, 1992). “Industrial mass-production techniques have made 
consumer goods available on a much greater scale than otherwise would 
be possible, but it has also contributed to the pollution of the environment 
and to the depersonalization of work. The commercial nuclear reactor has 
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provided a new source of energy, but at the expense of the prospects of 
nuclear accidents and the problem of disposal of nuclear wastes. The use 
of chlorine in drinking water has been effective in controlling organisms 
that cause typhoid and other infectious diseases. It has also left chloro-
form and other carcinogenic chlorinated hydrocarbons in the drinking 
water supply. Commercially canned foods have a smaller danger of botu-
lism than did foods preserved in the home, but the lead solder in some 
metal cans introduced a toxin in commercially canned foods not present 
in those put up at home. The use of pesticides and herbicides in agricul-
ture has increased food yields greatly and decreased the cost of food to 
consumers, but it has exposed agricultural workers to hazardous chemi-
cals and contributed to a variety of water pollution problems” (p. 323).

Sowell (1995) makes a compelling case that, at least in the con-
text of addressing socially signifi cant problems of interest to the general 
public, there are no solutions—only tradeoffs. He contrasts two views 
regarding how such problems should be addressed. One he calls, some-
what derisively, the “vision of the anointed,” and the other “the tragic 
vision.” Those with the vision of the anointed—more specifi cally, self 
anointed, in Sowell’s view—are apt to propose, or attempt to impose, 
what they see as “solutions” to public policy problems. Those who have 
the tragic vision, which Sowell considers the more realistic of the two, 
recognize that there are no solutions, but only tradeoffs. Unfortunately, 
the tradeoffs involved in decision and choice may not become apparent 
to decision makers even after the fact, because the unanticipated costs 
often are delayed for a suffi ciently long time that they may be perceived 
as independent of the causal decisions that produced them. 

Sowell (1995) illustrates how the seeking of a solution to a problem 
without considering the tradeoffs involved can produce unwanted conse-
quences, including consequences that defeat the intended goal. He men-
tions a proposal to enact a federal law requiring infants to be strapped 
into their own seats on airplanes, in reaction to the death of an infant 
who was torn from its mother’s arms and hurtled through the cabin in 
a plane crash in 1989. Considered in isolation, the proposal seems like 
a rational response to this tragedy. Sowell notes, however, that an eco-
nomic study led to the conclusion that such a law, because it would mean 
purchase of another ticket by parents traveling with an infant, would 
motivate some of them to use less expensive ground transportation, most 
forms of which have higher mortality rates than airplanes. According to 
the analysis, the saving of one baby’s life in airplane crashes would be 
offset by the loss of nine lives in ground transportation accidents, and an 
additional cost of $3 billion. 

The plausibility of this analysis gets some empirical support from 
an analysis by Gigerenzer (2004a, 2006b) of U.S. traffi c fatalities before 
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and immediately following the terrorists’ attack on the World Trade 
Center on September 11, 2001. Air travel decreased and highway travel 
increased for several months following the attack, presumably because 
of increased fear of fl ying. On the basis of his analysis, Gigerenzer esti-
mated that this change in travel behavior resulted in the loss of about 
1,500 more Americans lives to highway accidents than would normally 
have been expected over the course of the last three months of 2001 and 
fi rst nine of 2002. These examples lend credence to Sowell’s contention 
that “Nothing is easier that to increase safety in some arbitrarily defi ned 
sector in some arbitrarily chosen way, in disregard of what this does to 
safety elsewhere and in other ways” (p. 136). 

There are numerous other illustrations of this type of tradeoff, some 
involving pesticides and vaccines, which have had (generally anticipated) 
benefi cial effects in some ways and (generally unanticipated) detrimen-
tal ones in others. One argued by Sowell (2004) involves rent control. 
He contends that an ultimate effect of rent control is the deterioration 
of housing stock in the controlled area (lack of maintenance and of the 
construction of new units because of lack of incentive for landlords). The 
general point is that in focusing on the benefi ts that are expected to be 
derived from a proposed “solution” to a problem, it is excessively easy to 
overlook some of the costs of that solution, including potential exacerba-
tion of the very problem for which a solution is sought. Other policies 
that can have—and often have had—unanticipated and undesirable con-
sequences on which Sowell focuses include protective tariffs, job-secu-
rity policies (which may protect the jobs of some workers at the expense 
of lost opportunities for others), subsidies, and other price regulations 
and special-interest restrictions on competition of various sorts, all of 
which, in his view, end up making goods and services to consumers less 
available and more costly than they otherwise would be, and having 
other deleterious effects as well. The point that “solutions” to problems 
can turn out to be “quasi solutions,” because they generate unanticipated 
“residue” problems that are worse than the problems “solved” has been 
made also by Schwartz (1971). 

Perhaps nowhere is the diffi culty of assessing the long-term effects 
of choices greater than in the context of attempts to address problems 
of detrimental environmental change. Consider, for example, the prob-
lem of energy production. Much has been written about the environ-
mentally destructive effects of conventional means of generating energy, 
especially the burning of fossil fuels. What is needed, we all seem to 
agree, are sources of “clean energy.” The sun, wind, tides, nuclear fusion 
all have their proponents. Suppose the technology is developed that will 
make one or more of such energy sources to be economically feasible, 
cheaper say than the burning of fossil fuels. From a narrow and short-
term perspective, one might say the problem had been solved. 
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But what about from a broader, longer-range point of view? As 
Ehrenfeld (1981) argues, “If a source of power is to be called ‘clean,’ that 
judgment can only be made if all of the consequences and effects of the 
power have been traced—from the time of its generation to the time the 
last kilowatt has been dissipated as irrecoverable heat” (p. 116). As to how 
the more readily available “clean” power will be used, Ehrenfeld makes 
a somewhat disheartening prediction: “It will be used to manufacture 
more snowmobiles, which will destroy more of the winter vegetation of 
the north and diminish the dwindling privacy and quiet that northern 
dwellers once enjoyed during the months of snow. . . It will be used to 
make more laser bombs and surface-to-surface missiles and Rome plows 
and anti-crop defoliants. It will be used to provide more electric outdoor 
billboards, which will help accelerate the destruction of the meaning of 
language. It will power the pumps of tube wells in the world’s dry grass-
lands, thus permitting more cattle to be grazed, and more deserts to be 
formed” (p. 116). And so on. One need not subscribe without reservation 
to the dour view presented by Ehrenfeld here to appreciate the point that 
how clean a source of energy should be considered to be should depend 
in part on the uses to which the energy that is generated is put, insofar 
as they can be determined, and that the situation may appear to be quite 
different when viewed from a broad perspective than when viewed from 
a narrow one. 

Group Decision Making

[W]hen our imperfect judgments are aggregated in the right way, our col-
lective intelligence is often excellent. (Surowiecki, 2004, p. xiv)

Collective wisdom, alas, is no adequate substitute for the intelligence of 
individuals. (Russell, 1957, p. 191) 

Many cultures throughout history have used groups to make deci-
sions. Presumably, the rationale for having groups make decisions is the 
assumption that they do a better job of it than individuals. Whether, in 
fact, they do so would seem to be an empirical question that could be 
answered by research. On the other hand, assuming that the question 
has an answer presupposes an unambiguous way of judging decision 
quality, and this presupposition is shaky at best. The experimental work 
that has been done on group decision making has addressed a variety of 
questions, and revealed several phenomena, that relate to the general 
question of the relative quality of group and individual decision making, 

□
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perhaps without providing an unqualifi ed answer, but it demonstrates 
the complexity of the ways in which individual and group processes 
interact and infl uence each other. 

Illustrative real group decision problems

The following factual scenarios illustrate the nontriviality of structuring 
real-life problems in ways that make them amenable to the application of 
quantitative decision making procedures. 

Staff selection problem 

You are a member of a committee that has the responsibility of selecting 
and supervising the staff for a residence for women with fairly severe 
developmental disabilities. The residence accommodates eight women 
and three staff. The house has been staffed by a married couple and a 
single individual. The single individual functions as a relief manager and 
assumes responsibility for the house when the couple is away. The house 
is a relatively new venture, and the committee is still getting its bearings. 
The committee has been dissatisfi ed with the performance of the fi rst 
couple it hired and has terminated its employment; it is now interview-
ing candidates to fi ll these positions. There is some urgency because the 
couple left the house immediately upon notice of termination, and the 
relief manager is shouldering the full responsibility of the house until a 
new couple is employed. 

Three candidate couples—the only applicants for the job—have 
been interviewed. One has been dismissed from further consideration 
on the basis of the initial interview; however, the committee is fi nd-
ing it diffi cult to decide between the remaining two couples. Couple A, 
although young (about 26 years of age), appears to be relatively mature 
and has had some experience working with people with developmental 
disabilities in the past. The husband is a graduate law student and the 
wife is also taking graduate courses on a part-time basis. Couple B is even 
younger than Couple A (approximately 23 years of age). Both husband 
and wife appear to be extremely ambitious and intellectually keen. He 
expects to obtain his PhD in mathematics within a few months; she has 
been attending seminary while holding a full-time evening job. Both 
couples appear to be eager to obtain the position. 

The members of the committee argue in favor of Couple A because 
of a somewhat longer marriage and greater experience as homemakers. 
Couple A has a baby approximately one year of age, a fact that some 
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of the committee members see as a plus and others see as a complica-
tion. A negative factor relating to Couple A is the fact that the man has 
volunteered that he is likely to want to leave the state during the com-
ing summer (about 9 months hence) to take advantage of a temporary 
employment opportunity between school years. The committee feels it 
would be very diffi cult to recruit house managers for a three-month stay, 
and, even if this were not the case, it wonders about the advisability of 
changing managers too frequently if this can be avoided. 

How does one weigh the importance of these various factors to 
arrive at a rational decision? Does it make sense to talk about an optimal 
solution to this type of problem? There is concrete relevant information 
available to the committee but only a limited amount; there are also 
several elements of uncertainty. No one is quite sure, for example, what 
the effect of having a baby in the house will be, either on the parents, the 
child, or the other residents. The factual information available regarding 
the candidates is such as would appear on a resume; beyond this, none of 
the candidates is known to the committee members.

Several alternatives are open to the committee. (1) It could choose 
one of the couples and offer the position on the basis of the information 
available. (2) It could attempt to gather more information on these can-
didates to help resolve some of the uncertainties that remain after the 
fi rst interview. (3) It might attempt to increase its number of options by 
interviewing additional candidates, if such can be found. 

Each of these alternatives has some attractive and some unattract-
ive aspects. The house is currently in need of staff, and the committee 
is eager to meet this need. One of the couples being interviewed must 
make a decision within a few days concerning another job offer that it 
has. The couple prefers the house manager position, but in the event that 
turns out not to be available, it does not want to lose out on the other 
opportunity. One of the committee members who has had experience in 
recruiting house managers for other similar residences in the past points 
out that both Couples A and B look very good compared to the average 
couple that she has interviewed. Moreover, applicants for such positions 
are not numerous. And so on. 

Fund management problem

A board of trustees (fi ve in number) for a small corporation’s retire-
ment fund is trying to make a decision concerning what to do with a 
portion of the fund. The fund is about $60 million in size. About $45 
million is managed by a professional management fi rm, and the other 
$15  million is invested in commercial paper. Interest on the paper has 
recently decreased to the point where there is a consensus among the 
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trustees that the money should be invested in another way. An option 
would be to add the $15 million to the $45 million that is already under 
management. Some of the trustees, however, are dissatisfi ed with the 
recent performance of the management fi rm and have suggested that 
alternatives be explored. 

Several proposals have been made concerning what to do with the 
money. They include: keeping it in paper, on the assumption that interest 
rates are in a temporary slump; putting all of it in the hands of a second 
management fi rm (several candidate fi rms having been identifi ed); dis-
tributing it among two or three additional fi rms with somewhat differ-
ent management objectives and procedures. The last alternative would 
be viewed as an experiment leading to the eventual deposition of an 
increased proportion of the total fund with the fi rm that obtains the best 
results over a specifi ed period of time. Several proposals have also been 
offered concerning exactly what kind of an apportionment of the money 
should be made in the event that more than one fi rm is retained. 

Again, when one tries to force the problem into the mold of a nor-
mative decision algorithm, one fi nds it to be very diffi cult to do. Simply 
identifying all the reasonable decision alternatives that it has available is a 
major challenge to the board, and it is not clear how it would ever be sure 
that it had done so. In practice, it is likely that at some point the board 
decides (not necessarily explicitly) that it has identifi ed enough options 
and goes on with what it has. There is always the possibility, however, of 
someone coming up with a new idea as deliberations proceed. 

Being precise about its utilities is likely to be very diffi cult as well. 
The fund has a specifi c objective—an annual return on investment 5 
percentage points better than the Standard and Poors index. But there 
are questions regarding how much latitude should be given to the fund 
managers in achieving this objective, how much short-term volatility 
the board is willing to accept in order to achieve the objective over the 
long term, precisely what durations “short-term” and “long-term” should 
denote, and so on. 

Some questions

How should a group go about making a rational decision in situations 
like these? Is there a procedure it might follow that would maximize 
its chances of selecting the best possible action, or at least ensure a bet-
ter-than-chance outcome? How does one defi ne best possible action—or 
good enough action—in such situations? Is optimization a reasonable 
goal, or even a useful concept, in these contexts? 
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My suspicion is that the process by which decisions are made in 
such complex and loosely structured situations is rather similar, inde-
pendently of the subject matter. Various members of the group state 
opinions on a variety of issues, often arguing in favor of one or another 
proposal or making points that they consider to be relevant to the deci-
sion at hand. There is much informal discussion, compromising, and 
modifying of proposals. Some additional proposals are made during the 
course of the discussion; some proposals that had been made are explic-
itly eliminated from further consideration. Eventually, attention focuses 
on two or three proposals that may or may not bear much resemblance to 
the ones that were initially put forward, and, fi nally, through a process 
involving debate, cajoling, and endurance, a majority of the group comes 
to an agreement concerning a specifi c proposal. The need to take some 
action within a limited time is often a critical reality.

Many questions come to mind when one refl ects on the process. To 
what extent do outcomes depend on irrelevancies or other nonrational 
factors? How important are the social dynamics of the group—the rela-
tive assertiveness, argumentativeness, or docility, of individual members; 
personal friendships or animosities; explicit or tacit leader-subordinate 
relationships. How important are such factors as persistence, fatigue, 
mood, and competing demands on group members’ time? Do chance 
circumstances play much of a role? 

One likes not to think that chance plays a signifi cant role in deter-
mining the outcomes of processes that are intended to produce rational 
decisions, but it is diffi cult to rule out the possibility that it does so. It 
is easy to imagine, for example, that how long people will be willing to 
hold out for some favored proposal will depend to some degree on what 
other kinds of pressures there are on their time. How easily people are 
persuaded to adopt a given position, how energetically they promote a 
point of view they favor, how much effort they are willing to put into 
really understanding the issues—these and many other factors may be 
affected by people’s general state of health, how rested or tired they are, 
and what distractions are competing for attention.

How might group decision making in real-life situations such as 
those described above be improved? What does the “maximize-expected-
utility” dictum imply regarding the making of decisions such as these? 
Would it be helpful if the group attempted to lay out explicitly its objec-
tives at the beginning, and to put some kind of weighting on them? How 
does a group know that the set of proposals it has considered is suffi -
ciently inclusive; how can it be sure that the one it would really like has 
been identifi ed? Although these questions remain a serious challenge 
to research, much experimentation has been done and much has been 
learned as a consequence.

RT94878_C008.indd   299RT94878_C008.indd   299 10/4/2007   4:28:57 PM10/4/2007   4:28:57 PM



300 Aspects of Rationality

Experimentation with group decision making

Interest in group decision making, and the performance of groups on 
cognitively demanding tasks more generally, has waxed and waned over 
the past few decades. Infl uential early contributors to work in this area 
include Lewin (1958; Lewin, Lippit, & White, 1939), Deutsch (1949), 
Bales (1950) and Festinger (1950, 1957), among others (See Nagao, Voll-
rath, & Davis, 1978). Foci for research and theorizing have included 
cooperation and competition (Deutsch, 1949), effects of intragroup com-
munication on members beliefs and opinions (e.g., polarization versus 
convergence) (Myers & Lamm, 1976), and effects of anonymity of group 
members on group performance (Postmes & Lea, 2000), among many 
other topics. A representative collection of reviews and original work 
through the late 1970s was compiled by Brandstätter, Davis, and Schuler 
(1978). More recent experimental work has been reviewed by Kerr and 
Tindale (2004). 

Group decisions and individual preferences

A major goal of research on group decision making is the discovery of 
how group decisions depend on the preferences of, and the distribution of 
decision-relevant knowledge among, its members. In a review of recent 
work on group decision making, Kameda, Tindale, and Davis (2003) 
note that one of the more consistent and robust fi ndings has been that 
majorities/pluralities win most of the time, and especially when no par-
ticular alternative can be shown to be correct during discussion. In gen-
eral, the fi nal consensus outcomes of group decision making are largely 
determined by the social-sharedness of the group members’ initial prefer-
ences. Under some conditions, a simple averaging of the preferences of 
the members of a group can become accentuated in those representing 
group consensus—a form of the group polarization effect. Kameda et al. 
note, too, how the process by which group consensus is expressed (vot-
ing procedure) can be manipulated so as to affect the decision outcome.

It has been known for some time that all voting systems have fl aws, 
which is to say that no system satisfi es all the principles that one would 
like a voting system to satisfy. Given the same set of candidates for a 
public offi ce, different systems, each of which has some claim to being 
able to represent the voters’ preferences, may result in the election of 
different individuals (Arrow, 1951/1963; Black, 1958; Brams & Fishburn, 
1983 Dodgson, 1876/1958; Meyerson, 2002). Arrow (1951/1963) proved 
that when individuals have transitive preferences, there is no way to 
design a voting system that will simultaneously satisfy all of a small set of 
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specifi ed properties that are generally recognized to be desirable. Barrow 
(1998) concludes from a consideration of intransitivity paradoxes of the 
sort that plague voting systems that rational collective choices cannot be 
established reliably. This is not to say that all voting systems are equally 
satisfactory (or equally unsatisfactory) for specifi c situations; arguments 
can be, and have been, advanced that some systems are more likely than 
others to represent the public will in specifi ed situations and therefore 
should be used in those situations if the intent is a democratic process 
(Dasgupta & Maskin, 2004). 

Any democratic form of government faces the challenge of simul-
taneously satisfying two objectives that are not entirely mutually com-
patible: following the will of the majority, and protecting the rights of 
minorities. This is addressed in the United States through the voting pro-
cess and by having the protected rights of all citizens spelled out in a doc-
ument—the constitution. The bicameral congress and the much-debated 
electoral college system place certain constraints on decision making at 
the national level that are arguably supportive of both objectives. Hav-
ing the number of representatives from each state be proportional to its 
population serves the objective of majority rule, while having the num-
ber of senators from each state be the same serves that of protecting the 
smaller states from being completely dominated by the will of the larger 
ones. The set up of the electoral college, which has allowed the elec-
tions of four presidents who received a smaller percentage of the popular 
vote than their opponents, ensures that candidates in presidential elec-
tions cannot safely focus only on major population centers. As Meyerson 
(2002) puts it, “the electoral college requires any successful presidential 
candidate to win in numerous different parts of the country; a dominant 
base of localized support cannot suffi ce. Thus the more popular candi-
date will lose unless he or she has geographically widespread support” 
(p. 58). This is not to argue that the electoral college system used in the 
United States is an ideal system; it has its fl aws, as do all the other sys-
tems, including run-off systems, which also permit a candidate other 
than the one preferred by the majority to win; but it is not at all clear that 
changing to a simple majority, or plurality, criterion would solve more 
problems than it would create. 

The common-knowledge effect

One reason to expect groups to make better decisions than individuals is 
that groups presumably usually have more decision-relevant knowledge, 
in the aggregate, than does any given member, at least if one equates the 
knowledge of the group with the disjunction of the knowledge of all of 
its members. (But see comments in chapter 3 about what it means for 

RT94878_C008.indd   301RT94878_C008.indd   301 10/4/2007   4:28:58 PM10/4/2007   4:28:58 PM



302 Aspects of Rationality

a group to know something.) We might expect the benefi t to be real-
ized from the grouping of knowledge to be inversely proportional to the 
degree of commonality of the knowledge of the members—if every mem-
ber knows precisely what every other member knows, the knowledge of 
the aggregate is no greater than that of a single member, but if different 
members know different things, then what they know in the aggregate 
surpasses what any of them knows individually. Whether groups com-
posed of members with different knowledge bases can effectively tap 
their aggregate knowledge stores and, if so, under what conditions they 
can do so, are open questions.

A fi nding that runs counter to the idea that groups whose mem-
bers have different knowledge bases might be more effective than groups 
whose members have more knowledge in common is that of a common-
knowledge effect (Gigone & Hastie, 1997; Stasser, 1999; Stasser & Titus, 
1985). The fi nding is that members of groups do not necessarily offer 
information they have that is not shared by other members in consen-
sus-forming discussions. It appears that the likelihood that a particular 
piece of decision-relevant information will be mentioned in discussion 
increases with the number of group members who have that piece of 
information. The effect may be accounted for, at least in part, by recogni-
tion of the fallibility of memory and the fact that the probability that a 
given item of information will be recalled increases with the number of 
fallible memories in which it is stored (Hinsz, 1990; Stasser, 1988). Kam-
eda et al. point out that, although the common knowledge effect is fairly 
robust, several experimenters have demonstrated ways to attenuate it, 
and to elicit the volunteering of more unshared information.

Attraction and friendliness

Not surprisingly, the attractiveness or friendliness of group members to 
each other appears to be a determinant of the extent to which members 
are infl uenced by each others’ arguments during discussion (Back, 1951; 
Brandstätter, 1978; Brewer, 1968; Gerard, 1954). (Although for a coun-
terexample, see Rüttinger, 1978.) The reactions of participants in groups 
and observers of group behavior can be infl uenced—though not always 
in the same way—by the friendliness or aggressiveness of speakers, even 
as evidenced by nonverbal behavior (Schuler & Peltzer, 1978), and their 
reactions can depend also on their own personality characteristics (e.g., 
need of social validation) in ways that are not easy to summarize (Brand-
stätter, 1978).

Displays of approval or disapproval of a speaker by an audience (e.g., 
applause or lack thereof) can affect the degree to which a listener fi nds a 
speaker to be persuasive (Landry, 1972; Kelley & Woodruff, 1956), espe-
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cially when the audience is itself evaluated positively by the listener (von 
Rosenstiel & Stocker-Kreichgauer, 1978). There is some evidence that one 
is less likely to be swayed by an expert who holds an opinion that differs 
from one’s own when there is at least one other (non-expert) person in 
the group whose opinion is the same as one’s own than when there is no 
such “co-oriented” peer (Verhagen, 1978).

Sometimes discussion among group members who are originally 
divided on an issue has the effect of polarizing the group—making the 
proponents of opposing positions even more extreme in their opinions 
than before the discussion began (Myers & Kaplan, 1976; Moscovici & 
Zavalloni, 1969; Sunstein, 2003). Whether such a polarization effect is 
obtained appears to depend, in part, on the size of the group involved; 
the members of two person groups are likely to move toward compro-
mise and agreement, while those of four-person groups are likely to 
move toward more extreme positions (Stephenson, 1978). 

A phenomenon relating to group decision making that is of con-
siderable interest has been dubbed by Mikula and Schwinger (1978) 
the politeness ritual. When members of a group have to allocate rewards 
among members, they may do so in accordance with any of several prin-
ciples. Studies have shown that people who have contributed more than 
their fellow group members to the group’s success are likely to elect to 
distribute on the basis of a principle of equality (to all members equally, 
independently of their contribution) whereas those who have contrib-
uted less than their peers are likely to prefer distribution according to 
a principle of contribution (to each according to the relative magnitude 
of his or her contribution). This appears to be magnanimous behavior 
in both instances, but, as Mikula and Schwinger (1978) note, psycholo-
gists have proposed explanations of the behavior that attribute it to self 
interest; they argue that application of the politeness ritual can even be 
used “as a negotiation tactic to impel one’s opponent to a concession in a 
bargaining situation” (p. 244). 

The quality of group decisions

The practice of trial by jury must rest on the assumption that a group of 
people is likely to evaluate evidence in a less biased and more effective 
way than is an individual, and justice is served by the practice only to 
the extent that the assumption is valid. Much attention has been given to 
the challenge of designing juries and jury decision-making procedures so 
as to ensure just and effi cient verdicts. Hacking (1990) gives an account 
of the specifi c types of questions considered by eminent 18th- and 19th-
century mathematicians, including Condorcet, Laplace, and Poisson, 
who were keen on trying to help realize this goal. 
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Empirical studies of group performance of cognitive tasks have 
yielded a mix of results: sometimes groups have been observed to per-
form no better (if not worse) than do their average members (Gigone 
& Hastie, 1997; Kerr, MacCoun, & Kramer, 1996) and sometimes they 
have been observed to perform at least as well as their more capable 
members (Laughlin & Ellis, 1986; Moshman & Geil, 1998; Moscovici & 
Doise, 1994). 

In a study employing Wason’s (1966) famous selection task (see 
chapter 2), Moshman and Geil (1998) found that while only 9% of 
students correctly performed the task while working alone on it, 75% 
of groups, each composed of 5 or 6 students, did it correctly and some 
groups did it correctly despite the fact that no member of the group ini-
tially gave the correct response. “Close examination of what happened 
within the groups showed a process of collaborative reasoning in which 
students presented, justifi ed, criticized, compared, and combined a vari-
ety of ideas and possibilities until they achieved a structure of logical 
understanding that most or all members of the group understood and 
accepted” (Moshman, 2004, p. 234). Moshman and Geil interpreted 
their results as supportive of the idea that insight into the logic of falsi-
fi cation, which underlies correct performance of the selection task, if it 
is perceived as a logical inference task, was facilitated by discussion, or 
“collaborative reasoning,” among the members of a group. 

The “risky shift”

Among the more robust and interesting fi ndings that have come out 
of experimentation with group decision making is that groups tend to 
make riskier decisions under uncertainty than do individuals and that 
individuals tend to be willing to accept greater risk when participating in 
a group decision-making process than when making decisions on their 
own (Bem, Wallach, & Kogan, 1965; Clark, 1971; Dion, Baron, & Miller, 
1970; Kogan & Wallach, 1967; Lambert, 1978; Vinokur, 1971; Wallach 
& Kogan 1965; Wallach, Kogan, & Bem, 1962). The movement of indi-
viduals to greater riskiness when functioning as members of a group has 
been called the risky-shift phenomenon. It has been observed many times 
in laboratory experiments; whether it occurs in real functional groups is 
less clear. 

Virtual (noninteracting) groups

In the foregoing discussion of group performance the emphasis has been 
on groups in which members interact with each other. There is also con-
siderable interest in the functioning of what might be referred to as vir-
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tual groups—collectives of people who do not interact, and who may 
not know who the other members of a particular group to which they 
belong are. 

A favorable account of the performance of such groups has been 
given engagingly by Surowiecki (2004) in a book with the attention-get-
ting title The Wisdom of Crowds. Surowiecki does not contend that groups 
always display wisdom in their actions; he acknowledges that groups 
work well under some conditions and not so well under others, but he 
argues that in a surprisingly large variety of situations they work much 
better than has generally been realized, and often do better than any 
of their members would do individually. To be sure, “there are times—
think of a riot, or a stock-market bubble—when aggregating individual 
decisions produces a collective decision that is utterly irrational” (p. xix), 
but Suroweicki sees such mistakes as “negative proofs” of the arguments 
he makes regarding the conditions that must hold for collective decision 
making to be good decision making. 

The conditions that Surowiecki stresses most are diversity (of knowl-
edge or opinions among the members of a group) and independence (of 
the contributions of individual members from those of other members). 
“Collective decisions are most likely to be good ones when they’re made 
by people with diverse opinions reaching independent conclusions, rely-
ing on their private information” (p. 57). A group satisfying these condi-
tions is likely to produce accurate judgments, he contends, because, “If 
you ask a large enough group of diverse, independent people to make a 
prediction or estimate a probability, and then average those estimates, 
the errors each of them makes in coming up with an answer will cancel 
themselves out” (p. 10). 

Surowiecki argues that for small groups, such as organizational 
teams, to function best, it is essential that they be cognitively diverse—
that the members bring different knowledge and expertise to the table. 
He notes the ease with which small groups can be unduly infl uenced by 
the biases of a few. Homogeneity within a group may make for cohesive-
ness, but in Surowiecki’s view it stifl es creativity, it makes it diffi cult for 
the group to consider alternatives. Groups that are too homogeneous run 
the risk of becoming locked in their own embrace, as it were. Because 
they hear views only very similar to their own, and do not hear those 
views being challenged by people who do not hold them, they can come 
to be believe that their views are better justifi ed than they really are. In 
short, such groups may display the kind of collective cognitive behavior 
that Janis (1982) dubbed groupthink. The diversity that Surowiecki advo-
cates is “informed diversity.” One cannot expect that a diverse group of 
uninformed people will evidence much collective wisdom, “[b]ut if you 
can assemble a diverse group of people who possess varying degrees of 
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knowledge and insight, you’re better off entrusting it with major deci-
sions rather than leaving them in the hands of one or two people, no 
matter how smart those people are” (p. 31).

Insuring the heterogeneity of an interacting group with respect to 
the knowledge that different members bring to the table is not enough, 
it appears, to guarantee that the group will effectively tap all the knowl-
edge its members have. We have already noted the common-knowledge 
effect, according to which members of a group are more likely to discuss 
knowledge they share than knowledge that is held by only one or a small 
minority of members. Surowiecki notes the importance, as argued by 
Maier and Solem (1952), of group leaders taking an active role in making 
sure that all members are heard. 

But even then, it is easy to see how personality differences and 
dominance relationships can infl uence the willingness of members to 
volunteer knowledge that only they have, and this helps explain why 
Surowiecki considers the independence of the contributions of a group’s 
members to the performance of the group as a whole to be as impor-
tant as heterogeneity. In Surowiecki’s view, the objective should not 
be consensus: “the search for consensus encourages tepid, lowest-com-
mon-denominator solutions which offend no one rather than exciting 
everyone. Instead of fostering the free exchange of confl icting views, 
consensus-driven groups—especially when members are familiar with 
each other—tend to trade in the familiar and squelch provocative debate” 
(p. 203). Surowiecki points to fi nancial market bubbles and crashes as 
examples of what can result when the conditions that make groups intel-
ligent are not there; bubbles and crashes occur when people pay too much 
attention to what others are doing and copy the behavior they observe.

The claim that groups generally function best when their members 
act independently of each other suggests that the convention of having 
trial juries deliberate at length before reaching a verdict is likely to be less 
effective in arriving at justifi ed verdicts than would be a process in which 
each juror got to vote on the verdict without any interaction with other 
jurors. This might be the case. It seems to me doubtful, but Surowiecki 
makes a thought-provoking argument about the general effectiveness of 
groups that function in a non-consensus-seeking way. The topic deserves 
more research.

Are groups rational?

What can be said of the rationality or irrationality of groups, on the 
whole? More or less the same that can be said about individuals. Some-
times they are rational—at least in the sense that they do well at deci-
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sion making and problem solving—sometimes they are not. Watts (2003) 
contends that groups do well more often than not: “when large numbers 
of ordinary people get together, it seems that most of the time they behave 
quite reasonably, but once in a while they end up behaving like madmen” 
(p. 201). Watts is speaking of interacting groups. His claim seems to me 
to be consistent with the evidence, and it points up the importance of 
understanding better the conditions under which each situation holds.

As we have noted, decisions may be made, in effect, by the behavior 
of collections of individuals who are behaving as individuals without any 
intention, or even awareness, of contributing to a collective choice. Advo-
cates of free-market economics point out, for example, that prices are 
established by the aggregate infl uence of the choices of individual con-
sumers regarding alternative ways of spending their limited resources for 
needed or desired goods. Goods that are priced too high relative to other 
goods for which the available money could be used will not sell, so their 
prices will fall; goods that sell so quickly as to become hard to obtain are 
priced too low, so their prices will rise. There need not be any conscious 
corporate decision making going on, but decisions are, in effect, being 
made. Sowell (2004) argues that a free market works this way and that 
people, in effect, make collective decisions by their individual purchas-
ing behavior. 

This is another nod to the idea of the wisdom of crowds. Sowell 
argues that nobody can know all that must be known in order to set 
prices reasonably in an economy and that the advantage of a price-coor-
dinated (free-market) economy is that nobody has to do so. The effi -
ciency of a free market derives from the fact that it operates without 
requiring that the knowledge that is distributed among consumers be 
expressed explicitly; it is conveyed, along with their preferences, by the 
purchases they make. More generally, Sowell contends that governments 
that fail to tap the knowledge that is distributed among its citizenry do 
so at their peril. 

Evaluating Decisions

[T]raditional decision theory cannot plausibly be thought to give us an 
uncontroversial account of rational action. Decision theory seems to gen-
erate at least as many controversial questions as it answers. (Moser, 1990, 
p. 9) 

There are at least two aspects of the problem of evaluating decisions that 
should not be confused. One has to do with distinguishing better deci-
sions from poorer ones. Here the question concerns the criteria in terms 

□
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of which the quality of a decision is to be judged. A second aspect of the 
problem pertains to our ability to specify, after the fact, the reasons for 
which any particular decision was made.

Decision quality and decision outcomes

Yates, Veinott, and Patalano (2003) argue that, for most people, decision 
quality is not a unitary construct but rather a collection of imperfectly 
correlated facets. Decisions are seen not as simply good or bad to some 
degree, but as better or worse with respect to many dimensions. Citing 
data from a questionnaire study in which people were asked to think of 
good and bad decisions that they had made in the preceding year, they 
note that the main determinant of the participants’ assessment of the 
quality of their decisions was their outcomes. “Our empirical results sug-
gest that real deciders rarely acknowledge a concern with the rational-
ity of their decision processes and certainly not in the coherence sense. 
Instead they are preoccupied with results—good outcomes of various 
kinds” (p. 31). 

Introspection tells us that how happy or regretful we are with a 
particular decision often depends at least as much on the outcome of the 
decision as on the question of whether the decision was justifi ed by the 
information on which it was based. And can anyone doubt that most of 
us are happier to take credit for decisions that turned out well than for 
those that turned out poorly, independently of the quality of the deci-
sions as judged strictly in terms of the information in hand at the time 
they were made? 

It is not uncommon for people to regret having made a rational 
decision, or not having made an irrational one. I might decide to gamble 
a small amount of money, for example, on a very risky stock that I think 
has some chance of doing well. When the stock doubles in price over 6 
months, I may regret not having used my life’s savings to buy as much 
of it as I could have managed, even though to have done so would have 
been considered by everyone, including myself, foolhardy in the extreme 
at the time the decision was made. 

This natural tendency to focus on outcomes, and to evaluate deci-
sions on the basis of them, is strongly reinforced by our culture in various 
ways. People generally are recognized and rewarded for the results they 
obtain, not for the quality of the thinking that went into their efforts. 
When the best possible decisions, given the information in hand, lead to 
undesirable outcomes, perhaps because of unanticipatible chance events, 
the people responsible for those decisions seldom are remembered favor-
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ably for their astuteness. It is not unusual, however, for people who have 
made rash decisions that have, by chance, turned out well to be vener-
ated for their bold decisiveness. Society prefers its heroes to be winners. 

The focus on outcomes as the criteria by which decisions should be 
judged has generally been seen not to be rational. Baron and Hershey 
(1988) refer to it as the outcome bias. The more widely accepted view is that 
good decisions can have bad outcomes and bad decisions can have good 
ones (Hammond, Keeney, & Raiffa, 1998). This is not to deny that a ratio-
nal decision maker should take possible outcomes, and especially expected 
outcomes, into consideration when making a decision. Baron (1998) 
makes a strong case that decision making could be improved considerably 
if people generally gave more thought to the possible consequences of 
decisions—not only for themselves but for others—before making them. 
But actual outcomes cannot be known at decision time in many cases, so 
that knowledge cannot help determine decision makers’ choices. A deci-
sion maker can work only with the information that is available at the 
time the decision must be made, and the rationality of a decision should 
be judged in terms of that information only, and not in terms of what was 
learned after the decision was made. Moreover, even after a decision has 
been made, one usually can know only the outcome of that decision; one 
cannot be sure what would have happened had a different alternative 
been chosen. One may speculate about alternative histories that might 
have unfolded had different choices been made, but one can never be sure 
where any of the paths not chosen would have led. 

In arguing that “good decision” and “bad outcome” are inherently 
contradictory, Yates et al. (2003) seem to take issue with the idea that 
decisions should be judged in the light of information available at the 
time they were made and that, because of uncertainty, good decisions 
can sometimes yield bad outcomes. However, they temper their objection 
to the view they dismiss with the observation that “the proposed notion 
of a good decision process, with its focus on what the process tends to 
produce, is statistical. Thus it acknowledges the inescapable fact of sam-
pling that not every decision made by a good real-life decision process 
will result in good outcomes” (p. 52). The contention appears to be that, 
on average, good decisions will yield good outcomes. Even theorists who 
promote the idea that decisions should be judged in light of information 
available at the time they were made would expect that decisions made 
by a good process (a process that uses the available information appropri-
ately) would lead to good (desired) outcomes more often than not. That 
is to say they would not necessarily object to the idea that good decisions 
yield good outcomes, statistically speaking; but this is not inconsistent 
with the idea that individual decisions should be judged in terms of the 
process by which they were made. 
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Dawes (1988) suggests that a rational choice should be defi ned as 
one that meets three criteria:

 1. It is based on the decision maker’s current assets. Assets include not 
only money, but physiological state, psychological capacities, social 
relationships, and feelings.

 2. It is based on the possible consequences of the choice.

 3. When these consequences are uncertain, their likelihood is evaluated 
without violating the basic rules of probability theory (p. 8).

Dawes argues that the evidence is compelling that we often fail to 
measure up to each of these criteria. Our decisions are determined not 
only by our current state, but how we arrived at it, which is to say we 
irrationally let the past infl uence decisions—and hence the future—in 
ways that it should not; our decisions are determined not only by their 
possible consequences but how those consequences are described or 
“framed;” and we systematically violate the rules of probability theory in 
judging the likelihood of possible events. 

The second criterion proposed by Dawes—that a choice be based on 
its possible consequences—is unlikely to be contested by anyone. What 
makes this criterion diffi cult to apply is the ease with which possible con-
sequences can be overlooked. History is replete with decisions that were 
made with laudable intentions that had unanticipated consequences that 
turned out to be disastrous. How to identify the more probable conse-
quences of policy decisions accurately is a continuing challenge to deci-
sion-making research.

Retrospective decision evaluation

Every policy is a success by suffi ciently low standards and a failure by suf-
fi ciently high standards. (Sowell, 1995, p. 102)

Judging the quality of other people’s decisions after the fact is, of course, 
exceedingly easy to do, at least when the judgments are made on the basis 
of outcomes; we are all experts with the advantage of hindsight. Second-
guessing—Monday-morning quarterbacking—is a ubiquitous means of 
convincing ourselves of our own superior decision-making capabilities: 
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we would have done it differently and had a better outcome. People in 
positions of leadership who have to make diffi cult choices can be certain 
that they will be second guessed when the choices they make turn out 
badly, especially by people who have never had the experience of mak-
ing equally signifi cant choices in comparably diffi cult circumstances. 

How good are people at assessing objectively their own judgments 
and decision making processes after the fact? People are quite good at 
justifying decisions (Evans & Wason, 1976), which is to say that we usu-
ally are not at a loss to produce a set of “reasons” why a particular choice 
or decision was sensible at the time it was made. It is exceedingly easy, 
however, to mistake rationalizations, which are manufactured to justify 
a decision after the fact, for the factors that actually determined the deci-
sion at the time that it was made (Soelberg, 1967; Zajonc, 1980). 

It may be that we even fool ourselves, in some cases, into believ-
ing that a decision was made at all. There is something to be said for the 
assumption that we make many fewer genuine decisions in life than we 
are likely to give ourselves credit for. Henle (1962a) gives the follow-
ing unfl attering assessment of human decision making in the aggregate. 
“Although it would be hard to establish quantitatively, experience sug-
gests that we fall into an occupation, fall into marriage and other rela-
tions, fall into a way of living with alarming frequency, not stopping 
to ask ourselves: Is this the way of living for me? When we do think 
creatively in relation to our own lives, it seems most frequently to be in 
the sense of overcoming obstacles which stand between us and these so 
often unexamined goals. Even the creativeness of such thinking is lim-
ited by being in the service of an end which has not been thought out” 
(p. 47). 

Wason and Evans (1975) argue that people are generally not aware 
of processes that underlie their reasoning, such as the matching bias 
(Evans & Lynch, 1973; Platt & Griggs, 1995) that is hypothesized to affect 
performance in Wason’s (1960) selection task, and that the introspec-
tive accounts that people give of their performance on reasoning tasks 
constitute (not necessarily witting) efforts to construct justifi cations of 
their behavior. Either of these factors would suffi ce to make introspec-
tive reports unreliable, together they make them doubly so. 

Evans (1989) cautions that even when people are successful in their 
attempts to solve reasoning problems, one is not entitled to assume that 
verbal accounts they give of unobservable aspects of their performance 
are necessarily accurate. “Retrospective reporting generally appears to 
produce new explicit reasoning from the subject who joins the experi-
menter in theorizing about his behaviour, rather than a recollection of 
the method actually used” (p. 108), which is not to suggest that intro-
spective reports are useless in the context of reasoning research.
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A case can be made for the idea that we often assess the quality of 
decisions strictly on the basis of intentions. One may feel good about a 
decision one made with the intention of being helpful to people who had 
suffered some misfortune, without the benefi t of evidence as to whether 
the effect was in fact benefi cial. And retrospective analysis of intentions 
may be vulnerable to coloration by a decision’s outcome. The decision 
maker who made a decision in the pursuit of goal A may, upon learning 
that the decision produced B, make himself feel better about his decision 
by discovering that B was his goal all along. There can be little doubt that 
outcome-motivated redefi nitions of goals occur, and it seems likely that 
their occurrence is fostered by such factors as the need not only to feel 
good about one’s decisions, but to be able to justify them to others. 

There is also the view that choice—even the experience of inten-
tion—is an illusion. The idea is that the sense of intending to do 
something—e.g., move a fi nger or other body part—is a retrospective 
consequence of having observed the action (van den Bos & Jeannerod, 
2002). Results of some brain localization studies have been taken as evi-
dence that neural activity preparatory to voluntary motion can precede 
the feeling of intention by as much as a second, although the feeling of 
intention tends to precede the actual movement by a fraction of a second 
(Eagleman, 2004; Haggard & Elmer, 1999). That people can selectively 
attend either to the intention to do something or to the intended act 
itself, and evidence suggesting that different brain areas may be differ-
entially involved in the two cases (Lau, Rogers, Haggard, & Passingham, 
2004), illustrate the complexity of the neural dynamics of choice.

It would be diffi cult to demonstrate that we are very good at ret-
rospectively assessing the quality of our own decisions, except perhaps 
in terms of their outcomes, or what we perceive to be their outcomes. 
Even evaluations based on outcomes may be suspect, because outcomes 
themselves may gain perceived value through “bolstering” simply by 
having followed from one’s choices (Janis & Mann, 1977). I fi nd it easy 
to believe, and no good evidentiary reason not to, that we tend to be 
more kind to ourselves in those assessments than an objective and disin-
terested analysis would justify. 

On the other hand there is something to be said for the opinion that 
nature is more likely, sometimes, to remind us of our failures than of 
our successes. Consider, for example, the character of prevention in this 
regard. Blame is often much easier to assign for failure to take preventive 
measures than is credit for having taken them, because the effects of the 
former are more salient than those of the latter. If my neighbor breaks 
his leg as a consequence of my failure to clear ice from my walkway, the 
incident is very likely to be noticed and blame assigned; however, if my 
neighbor makes it safely to my door over a walkway from which I have 
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cleared the ice, the fact that he did not break his leg is much less likely to 
be the focus of much attention or the basis of much praise for my preven-
tive action. In general, victims of preventive acts not taken are easier to 
identify after the fact than are the benefi ciaries of successful preventive 
measures. Presumably many people are alive today who would not be if 
an effective polio vaccine had never been developed, but those of us who 
are members of that group have no way of knowing that we are. This is 
really unfortunate, and may help explain why, despite the fact that pre-
vention is the most cost-effective approach to many of our most serious 
personal and societal problems, it appears to be much easier to motivate 
people to respond to problems and crises after they have occurred than 
to try to prevent them from occurring. 

Accountability and decision quality

Do people make better decisions when they are held accountable, in some 
way, for the decisions they make? The question naturally arises when one 
considers that much of the evidence that has been collected regarding 
people’s foibles as decision makers has been obtained with college stu-
dents making decisions under conditions in which accountability is not 
an issue. One may be forgiven for wondering to what extent the fi ndings 
in these experiments are generalizable to situations outside the laboratory 
where people not only have to live with the consequences of their deci-
sions but often have to justify them explicitly to themselves and others. 

Citing numerous studies that have shown a variety of positive effects 
on judgment and decision making (e.g., Siegel-Jacobs & Yates, 1996, 
Simonson & Nye, 1992; Tetlock & Kim, 1987), Lerner and Tetlock (2003) 
distinguish two overarching hypotheses about the effects of account-
ability on the putative biases that have been identifi ed in judgment and 
decision-making research. According to one hypothesis, accountability 
will attenuate such biases to the extent that it increases cognitive effort; 
according to the other, it will—by amplifying dominant responses—
attenuate biases on easy problems and increase it on diffi cult ones. 

Lerner and Tetlock distinguish also between predecision and post-
decision accountability. Predecision accountability, in this context, is 
knowledge before a decision is made that a justifi cation of the decision 
will be required. The justifi cation may be given before or after the deci-
sion, but knowledge that it will be required comes before. Postdecision 
accountability is accountability that is required after a decision has been 
made, the requirement of which was not anticipated before. It is account-
ability in retrospect. 
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Lerner and Tetlock cite experimental evidence that both predecision 
and postdecision accountability can prompt thinking about the decision. 
However, whereas predecision accountability tends to prompt exploratory 
thinking, which can improve the quality of decisions (e.g., by attenuating 
various kinds of biases even in presumably diffi cult tasks), postdecision 
accountability tends to elicit confi rmatory thinking aimed at rationalizing 
the decision that was made (Conlon & Wolf, 1980; Staw & Ross, 1989; 
Tetlock, Skitka, & Boettger, 1989). One of the ways in which predecision 
accountability has its effect is through motivating increased cognitive 
effort. Lerner and Tetlock note, however, that whether increased effort 
will improve the quality of decision making depends on a number of 
other factors. They present a conceptualization of the decision-making 
process that takes these moderating factors into account and they suggest 
conditions under which accountability is likely to attenuate biases and 
those under which it is not. 

The lack of any type of accountability is a worrisome feature of 
much decision making in the public policy arena. When decision makers 
have the ability to make decisions with the realization that there will be 
no negative consequences for them personally if their decisions should 
prove to be wrong—because any negative consequences that might occur 
will be borne at a far future time or in a far-off place—the situation is less 
than ideal for maximizing decision quality broadly construed.

Sowell (1995) makes another point about accountability in arguing 
that it is possible for a prevailing view on a specifi c issue to become so 
pervasive in a society that decisions made with respect to that issue are 
never called to account. The prevailing view is treated as axiomatic and 
consequently not vulnerable to empirical test. Another way to put it is 
that, no matter what the outcomes are of decisions that are justifi ed by 
the prevailing axiomatic view, they will be interpreted in such a way as 
to ensure the preservation of the view—at least by those among whom 
the view prevails. In the context of socially contentious issues, one may 
benefi t more, Sowell suggests, by being politically correct than by being 
factually correct.  

Applicability of normative models

The most common way in which decision theorists evaluate the deci-
sions that people make is to compare them with the decisions that are 
prescribed by one or another normative model. There is then always the 
question of whether any particular model that is being used is appropri-
ate to the instance to which it is being applied. Normative approaches to 
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decision making typically prescribe decomposition of a problem into sets 
of possible states of the world and action alternatives, and associating 
with each of the state-action combinations expected outcomes. Effecting 
the decomposition is a matter of judgment, because a given problem typi-
cally can be decomposed in a variety of ways. In illustrating this point, 
Jungermann (1980) notes that a decision technique used by Pauker and 
Pauker (1977) in the context of birth planning requires from the user 
one global judgment of the utility of having a child, while another tech-
nique developed by Beach, Townes, and Campbell (1978) for use in the 
same context, decomposes the question of having a child into 34 specifi c 
considerations. 

One of the limitations of some normative models is that they per-
tain only to discrete incidents in which a decision is to be made in the 
context of a well-defi ned situation. Inasmuch as much of the laboratory 
experimentation on judgment and choice has investigated performance 
in discrete situations, it seems appropriate to evaluate performance in 
terms of these models. But the question arises as to whether the results 
obtained in these situations are generalizable to many real-life situations 
in which decision making is part of a dynamic on-going process in which 
feedback and adaptation play signifi cant roles (Clancy, Elliot, Ley, Omo-
dei, Wearing, McLennan, & Thorsteinsson, 2003). 

Hogarth (1981) argues that several of the biases that have been 
revealed in laboratory studies with discrete situations refl ect mecha-
nisms that can be seen as rational in the continuous situations that are 
prevalent outside the laboratory. Here is one of the examples he gives to 
illustrate the point. Ronen (1973) gave people the choice between two 
two-step paths to a goal state with a desirable payoff; the paths had equal 
probability of ending up at the goal state, but one of them had a higher 
probability of fi rst-step success and a lower probability of second-step 
success than the other. Inasmuch as the joint probability of success on 
both steps was the same for both paths, people should have been indif-
ferent to which path they took, according to a standard expected utility 
model. But they were not; most preferred the path with the higher prob-
ability of success on the fi rst step. Hogarth argues that, although this 
may be seen as an irrational preference in the laboratory situation, many 
real-life environments change continuously in time, and it makes sense 
to opt for the alternative that is most likely to keep one in the game as 
long as possible. 

Hogarth considers a number of other phenomena that have been 
taken as evidence of human irrationality, or ineffective reasoning, that 
may be seen as reasonable approaches to problems in a dynamically chang-
ing environment. He points out too that judgment and choice are often 
indistinguishable in the discrete case but separable in the  continuous 
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one. In the continuous case, “judgment can be thought of as providing a 
temporal background of activity that is punctuated by particular choices” 
(p. 201). In the case of continuous processing, judgment may have the 
effect of delaying choice—in the sense of committing to one of two or 
more possible actions—for the purpose of providing time to gather more 
information that is relevant to the choice that is to be made. 

Luce (2003) argues for the need for distinct theories of judgment 
and choice. The need is shown clearly, he contends, in the fact that the 
preference reversal phenomenon, which he refers to as the most striking 
violation of transitivity, arises from the mixing of judgment and choice 
procedures in experimentation. Preference reversal refers to a situation 
in which one expresses a preference for one opportunity over another 
in one context (e.g., possible wagers in a game of chance) but attaches a 
higher price for the lesser preferred opportunity, if asked how much one 
would charge to sell either one to someone else. 

Theories of Decision Making

Theoretical treatments of decision making abound (Bazerman, 1990; 
Berger, 1997; Edwards & Tversky, 1967; Einhorn & Hogarth, 1981a; 
Hammond, 2000; Howard, 1966; Kahneman & Tversky, 1979b; Keeney 
& Raiffa, 1976; Klein, 1998; Lee, 1971; Luce & Raiffa, 1957; Payne, Bet-
tman & Johnson, 1993; Raiffa, 1968; Raiffa & Schlaifer, 1961; Savage, 
1954/1972; Slovic, Fischhoff, & Lichtenstein, 1977; von Neumann & 
Morgenstern, 1953; von Winterfeldt & Edwards, 1986; Watson & Buede, 
1987). Here I will mention briefl y only a few of them. I have discussed 
models of decision making under uncertainty elsewhere (Nickerson, 
2004).

Linear models of choice

Linear models of choice assume that choices are made by evaluating each 
of the alternatives in terms of a set of independent factors, each of which 
is given a weight that refl ects its importance or desirability relative to 
that of each of the other factors being considered. The alternative with 
the largest value—largest weighted sum—is selected. Such models are 
attractive because of their simplicity; in particular, they assume that the 
value or desirability of decision alternatives can be accounted for ade-

□
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quately by considering only the aggregate effects of independent factors 
and that interactions among those factors can be safely ignored. 

Foreshadowings of this approach can be seen in the prescriptions 
for choice proposed in the 18th century by Benjamin Franklin and by 
Jeremy Bentham. Franklin (1772/1907), in an often-quoted passage 
from a 1772 letter responding to a request for advice from his friend, 
Joseph Priestly, had this to say about the problem of making a “yes-no” 
decision. 

I cannot, for want of suffi cient premises, advise you what to determine, 
but if you please I will tell you how. When those diffi cult cases occur, they 
are diffi cult, chiefl y because while we have them under consideration, all 
the reasons pro and con are not present to the mind at the same time; but 
sometimes one set present themselves, and at other times another, the fi rst 
being out of sight. Hence the various purposes or inclinations that alter-
nately prevail and the uncertainty that perplexes us.

To get over this, my way is to divide half a sheet of paper by a line into 
two columns; writing over the one Pro, and over the other Con. Then, dur-
ing three or four days’ consideration, I put down under the different heads 
short hints of the different motives, that at different times occur to me, 
for or against the measure. When I have thus got them all together, in one 
view, I endeavor to estimate the respective weights, and where I fi nd two, 
one on each side, that seem equal, I strike them both out. If I fi nd a reason 
pro equal to some two reasons con, I strike out the three. If I judge some 
two reasons con, equal to some three reasons pro, I strike out the fi ve; and 
thus proceeding I fi nd at length where the balance lies; and if after a day 
or two of farther consideration, nothing new that is of importance occurs 
on either side, I come to a determination accordingly. And, though the 
weight of reasons cannot be taken with the precision of algebraic quanti-
ties, yet, when each is thus considered, separately and comparatively, and 
the whole lies before me, I think I can judge better, and am less liable to 
make a rash step; and in fact I have found great advantage for this kind of 
equation, in what may be called moral or prudential algebra. (p. 437)

Bentham (1789/1939) put forth a quasi-quantitative method for 
action selection—a hedonistic calculus—that was designed to reveal which 
of a set of alternative actions would be in the best interests of a com-
munity affected by the choice. The method involved identifying and 
weighting the pleasures and pains that the various alternatives would be 
expected to produce and the numbers of people who would be affected 
by them. The goodness or desirability of an act was revealed by the bal-
ance of pleasure and pain that it would cause. Pleasures (or pains) did not 
all count equally in Bentham’s scheme, but were differentiated by their 
intensity, duration, certainty, and propinquity (or remoteness).
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Franklin’s and Bentham’s prescriptions are remarkable in several 
respects. Both involve analysis, or identifi cation of factors that should 
help determine the choice—pros and cons in Franklin’s case and plea-
sures and pains in that of Bentham. And both involve synthesis, or the 
combining of the parts to derive the choice. In each case the combining 
approach is a calculus of a sort, involving the differential weighting of 
factors and a fi nal judgment as to how they balance in the aggregate. This 
is very similar in spirit to the approach represented by modern linear 
models of choice. Franklin’s approach has the additional interesting fea-
ture that it explicitly recognizes our limitations as decision makers that 
stem from our inability to bring immediately to mind all of what we may 
know that is germane to a particular decision problem. Thus his advice to 
not rush to a choice but to take a few days to try to access the pertinent 
considerations. Bentham intended that his prescription apply to deci-
sions that have implications for communities of people and it is often 
referred to as representing the principle of “the greatest pleasure for the 
greatest number.” The principle has been criticized on the grounds that 
it does not preclude the possibility of the many benefi ting at the expense 
of the few. 

Linear models of choice, in their modern instantiations, have been 
applied in many contexts, including investment decision making (Slovic, 
1969), consumer behavior (Bettman & Jones, 1972), x-ray interpreta-
tion (Hoffman, Slovic, & Rorer, 1968), production scheduling (Bowman, 
1963; Kunreuther,1969), product pricing (Rhim & Cooper, 2004), psycho-
logical diagnosis (Hammond, 1955; Hoffman, 1960), apartment selection 
(Payne, 1976), and juror decision making (Hastie, 1993b). Such models 
have proved to be able to predict performance relatively accurately in 
many of these contexts (Goldberg, 1968; Hammond & Summers, 1965). 

A study by Sundstrom, Lounsbury, DeVault, and Peele (1981) illus-
trates the application of a linear model to the assessment of preferences 
in a real-life situation. These investigators took opinion polls of people 
living in a small community near the planned site of one of the world’s 
largest nuclear power plants as of 1980 and related their results to an 
expectancy-value attitude model that assumed one’s attitude toward 
some object, in this case the nuclear plant, is a simple sum of the values 
of possible consequences of the existence of the object each multiplied by 
the individual’s expectation of its occurrence. The results supported such 
a model, in that expressed attitudes refl ected people’s opinions about the 
relative probabilities of positive and negative consequences of the plant’s 
existence. 

Linear models of choice have proven to be quite predictive of human 
choice behavior in many situations, but there is considerable controversy 
as to what they reveal about the nature of human choice and decision-
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making processes. Their predictive success has not been accepted by all 
theorists as evidence that people actually do something analogous to 
weighting independent factors in terms of which the options are to be 
compared and then making a selection on the basis of the sums of these 
weights (Klein, 1993; Slovic & Lichtenstein, 1971). 

Dual-process theories

The notion that people seek to maximize subjective expected utility has 
been a unifying idea in theorizing about choice behavior at least since 
the early 18th century. Although we now know that theories based on 
this idea have limitations in their ability to predict the choices that peo-
ple actually make, the idea still is arguably as predictively powerful as 
any other single principle. There appears to be a growing consensus that 
judgment and choice are more complicated than was once believed and 
that any reasonably descriptive theory is likely to have to acknowledge 
behavior is driven by more principles than one (Doherty, 2003; Dough-
erty, Gronlund, & Gettys, 2003). 

I have already mentioned Martignon and Krauss’s (2003) conten-
tion that people behave as Bayesians in some situations and resort to fast 
and frugal heuristics in others. Several other theorists have proposed 
theories or models of decision making that recognize two or more dif-
ferent types of processes that may be activated in different situations. 
Sloman (1996), for example, distinguishes between an associative system 
and a rule-based system, the former being the more holistic and auto-
matic and the latter more analytic and controlled. The systems may not 
yield the same solution in all cases, and which will predominate in any 
given case is assumed to depend on situational specifi cs. Similar postula-
tions of two processes, one primarily associative and largely automatic 
and the other more deliberate and consciously controlled, have been put 
forth by Epstein (1994), and Evans and Over (1996), among others. The 
distinction between automatic and controlled information processing is 
not new, however; notable instances of it include work of Evans and 
Wason (1976) and of Shiffrin and Schneider (1977). A similar distinction 
can be made between two kinds of memory retrieval, one of which is 
“passive, spontaneous, and automatic” (e.g., “assigning names to com-
mon objects during conversation, remembering one’s destination while 
driving a car”) and the other “active, effortful and consciously directed” 
(“trying to recall the elusive name of an acquaintance of many years 
ago, trying to recollect when and where one fi rst ate pizza”) (Nickerson, 
1981, p. 74).
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Fuzzy trace theory (Reyna, 2000; Reyna & Brainerd, 1990, 1992, 
1998) postulates two types of representation with which people encode 
information about a situation of interest, such as a decision problem, one 
of which preserves only gist and the other of which preserves verbatim 
details. Gist and verbatim representations are seen as ends of a contin-
uum of precision. It is assumed that people can operate anywhere on the 
continuum, but that they characteristically operate at the least precise 
level of representation the situation permits (e.g., at gist in preference to 
verbatim when possible) when making decisions. When multiple repre-
sentations are available, the default choice for use will be the one closest 
to the gist end that will get the task done. 

Another dual-process theory has been proposed by Svenson (1992, 
1999, 2003). According to this theory, the decision maker’s basic task is to 
fi nd or create a decision option that is suffi ciently superior to its competi-
tors to warrant selection, and the two processes that are used in perform-
ing this task are differentiation and consolidation, hence the name Diff 
Con theory. Differentiation is the process by which the decision selec-
tion is initially identifi ed. As a consequence of this process, which can 
involve restructuring of the decision problem, one of the choice alterna-
tives should emerge as the preferred one. Consolidation is the process by 
which preference for a selected option is supported and maintained after 
the choice has been made. Differentiation and consolidation are pre- and 
post-decision processes respectively. Svenson’s view of decision making is 
a dual-process one also in the sense that it recognizes that different deci-
sion alternatives may be processed differently—one being treated holisti-
cally and with a strong affective infl uence, for example, while another in 
the same problem is treated more analytically and with less affect. 

Dual-processing theories of rationality, and cognition more gen-
erally, receive considerable attention in a recent collection of emerging 
perspectives on judgment and decision making (Schneider & Shanteau, 
2003). Luce (2003), in this collection, shows the possibility of construct-
ing confl icting, but equally defensible, prescriptive models of rational 
choice and raises the question of whether there is a deeper sense of ratio-
nality that can provide the basis for selecting between such formulations. 
The question is left as a challenge for future research; for the present, 
he suggests, “perhaps . . . . we simply have to live with the fact that what 
seems rational depends more on the formulation of the domain of study 
than we had previously acknowledged” (p. 81). 

In keeping with Occam’s dictum, we should postulate a dual-pro-
cess system only if a single-process theory will not fi t the data. Whether 
a dual-process theory is necessitated by the data is a matter of contention. 
Some investigators are unconvinced that it is (Gigerenzer & Reiger, 1996, 
MacDonald & Geary, 2000; McCain, 2000; Newstead, 2000; Oberauer, 
2000). The question will undoubtedly motivate continuing research and 
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debate. A substantial number of theorists see the dual-process idea as 
a means of accounting for the curious mix of automated and refl ective 
mental activities that human cognition appears to be. Whether the char-
acter of thinking is captured better by a dichotomous distinction between 
two modes of processing or by recognizing a continuum anchored by 
holistic automated actions at one end and analytic consciously controlled 
actions at the other remains to be seen.

Trends in judgment and decision research

In a commentary on the various perspectives presented in Schneider and 
Shanteau, Doherty (2003) recounts the major trends in judgment and 
decision-making research from the 1950s to the present. He contrasts two 
opposing views, or “camps,” that have been prominent in the recent his-
tory of this research, which, using terminology credited to Jungermann, 
he designates “the optimists, or the effi ciency camp,” and “the pessimists, 
or the defi ciency camp” (p. 648). Members of the effi ciency camp have 
a generally high regard for human decision making. They tend to judge 
the quality of decisions in terms of how well they turn out in the real 
world rather than in terms of how closely the decision process adheres to 
the dictates of some formal normative model. Members of the defi ciency 
camp emphasize the many ways in which people can be shown to violate 
widely recognized principles of sound reasoning. 

Noting that optimists must surely recognize defi ciencies and that 
pessimists must surely recognize effi ciencies, Doherty anticipates a 
 rapprochement between the two camps, both of which have contributed 
substantially to our understanding of inference, judgment and choice. 
He imagines a camp of realists, in which most researchers would prob-
ably wish to claim membership, that would recognize some truth in 
both perspectives. As one of two trends that promise further coalescence 
between the effi ciency and defi ciency camps, Doherty sees an emerging 
consensus that there are two modes of cognitive operation—one that 
is holistic, non-deliberative and fast and another that is more analytic, 
deliberative and relatively slow. The other such trend is greater recogni-
tion of the importance of context and task as determinants of the quality 
of reasoning. 

***

The need for decision making—for selecting among alternative courses of 
action—is a constant fact of life. To be sure, many of the “decisions” each 
of us makes on a daily basis we make with very little thought; often habit 
dictates the choice and we are hardly aware that there are alternatives to 
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what we choose. But we are all aware, from time to time, too, of choices 
that give us diffi culties and tax our ability to think things through—
to judge the likely consequences that specifi c possible selections would 
have and to evaluate those consequences in terms of our preferences and 
goals. It is clear that reasoning plays a big role in decision making, but 
it is equally clear that decision making is involved in reasoning. Nozick 
(1993) makes the point well: “Our principles of decision and principles of 
reasoning are intertwined. We reason about which principles of decision 
to follow . . . . And we also can decide which principles of reasoning to 
follow” (p. 135). Few, if any, of the challenges that we face are of greater 
importance to us as individuals, or as a species, than that of learning to 
make decisions in a rational—well reasoned—way. 
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9
CHAPTER

   Understanding  
   and Wisdom

Wisdom is the principle thing; therefore get wisdom: and with all thy get-
ting, get understanding. (Proverbs 4: 7)

The two topics of this chapter—understanding and wisdom—are fun-
damental, in my view, to what it means to be rational. However, most 
of what has been written on each is largely opinion and speculation. By 
contrast with some of the other aspects of rationality that are discussed 
in this book, relatively little empirical work has been done on either of 
them. What does it mean to understand? Or to be wise? In considering 
these questions, perhaps we cannot hope to do more than run around in 
little circles, but they deserve to be considered nevertheless. 

What Does it Mean to Understand?

Is my understanding only blindness to my own lack of understanding? It 
often seems so to me. (Wittgenstein, 1972, p. 54)

In preceding sections of this book, the word understand has been used 
with abandon, as though it were always perfectly clear what was meant. 
Perhaps this is as it should be. Maybe understanding should be treated as 
a primitive concept; perhaps we should simply assume that we all know 
what it means to understand, or to fail to understand, and let it go at 
that. In fact, that is what we do most of the time—at least until someone 
comes along and convinces us we do not know what we thought we did. 
And in defense of this approach we might note that raising questions 
about the meaning of such workhorse words often has an effect similar 

□
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to that of watching our feet when we run: it changes what was an easy 
natural process into a more diffi cult and awkward one. But let us ask the 
question anyway. 

If I say I understand something—an assertion, a concept, a struc-
ture, a process, a relationship—what might I mean? I suspect that the 
answer to this question depends upon, among other things, what it is 
that is said to be understood. When I say that I understand a poem or a 
piece of music, I am making a rather different claim than when I say I 
understand a scientifi c theory. The state of mind to which I am alluding 
is perhaps different when I say that I understand an abstract assertion, 
such as “Democracy is a way of life,” than when I claim to understand a 
particular proof of a mathematical theorem. And it may be different still 
when I say that I understand why a block of wood fl oats in water whereas 
a stone does not. Let us consider a number of connotations that under-
standing is sometimes given. 

Understanding as knowledge

I have argued that understanding something means putting whatever it is 
that is to be understood into a context of existing knowledge (Nickerson, 
1985). Understanding, in this view, is a knowledge-dependent process. 
The more one knows that is relevant to some new concept, relationship, 
or process, the easier it will be for one to understand what is new. This 
is hardly a radical idea, but it deserves emphasis. The implication is that 
without the necessary existing knowledge base, understanding in spe-
cifi c instances is diffi cult if not impossible. One cannot hope to under-
stand concepts that are derivative from others that one does not have.

It is for this reason that people who try to explain complex concepts 
in a specifi c discipline to people who lack a foundation in that discipline 
have such a diffi cult task. This is not to suggest that such efforts are 
useless, but a non-trivial aspect of the challenge is that of providing the 
missing context into which the advanced ideas can be put. And the risk 
of oversimplifi cation and distortion is great; the acquisition of an under-
standing of complex ideas, at least an understanding of them in any very 
deep sense of the word, is a laborious process that has no easy shortcuts 
to success.

The necessity to understanding of the context of existing knowl-
edge is especially obvious in science, where discoveries are continuously 
changing the existing knowledge base, and often at a rapid pace. As Smo-
lin (2002) points out, no one at the beginning of the 20th century could 
have understood the words with which physicists talked with each other 
fi fty years later.
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Understanding as seeing intent

When A reads something that B has written, A’s task is to understand not 
what B says, but what B means. The task is complicated by the fact that B 
himself may not understand clearly what he means. It is easy to imagine 
conversations between two parties in which one participant claims, in 
all sincerity, to understand what the other has said but really does not. 
Misunderstanding can occur simply as a consequence of speaker and 
listener putting different meanings on the same words, but it can have 
much more subtle origins as well, as when a listener understands what a 
speaker has said at a superfi cial level but fails to see the speaker’s intent, 
say, to deceive, ridicule, fl atter, or persuade.

Understanding as seeing implications

Can one be said to understand the assertions “A is greater than B” and 
“B is greater than C” if one does not understand the implicit information 
they carry in combination, namely that A is greater than C? Certainly, 
we would say that the understanding of one who does not see this rela-
tionship is less complete than is that of one who does. This question illus-
trates the connection between inference and language comprehension. 
One focus of the research on linear syllogisms has been on the question 
of whether the information in the individual assertions is combined into 
a single linear sequence during the process of comprehension. There is 
considerable evidence that it generally is (Evans, 1982). 

It would be unreasonable to hold that to understand an assertion, 
or set of assertions, it is necessary to be aware of all its implications or 
entailments, because, by virtue of such logical relationships as x implies x 
or y and the possibility of substituting anything under the sun for y, any 
assertion implies an infi nity of others. It may be reasonable, however, 
to hold that to understand an assertion, or set of assertions, one must 
understand at least some of its more obvious and meaningful entailments 
(Black, 1970; Davidson, 1970). It would seem strange, for example, to say 
that one who rejected the assertion that Fido is a mammal understood 
and believed the claim that all dogs are mammals and Fido is a dog. 

Understanding as seeing the necessity of a relationship

Something may be understood in different ways and to different degrees. 
One might understand, for example, how to perform long division but 
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not understand the basis for the rules that one applies in the process. 
One may solve a mathematical problem and be quite convinced that the 
solution is correct, because one has followed a formal procedure very 
carefully and, having double-checked one’s work, has found no errors in 
any of the steps. Having solved the problem, one might then say that one 
understands a relationship that one did not understand before. 

Understanding in this way however, is different from, and may be 
less satisfying than, understanding a relationship because one “sees” that 
it must be a certain way. Sometimes in mathematics, one may solve a 
problem analytically, and then, after having obtained the solution, gain 
some insight that will permit one to tell oneself with some confi dence 
that the answer must be of that type, that it could not be otherwise. Poin-
caré makes a similar distinction in the following way. “To understand 
the demonstration of a theorem, is that to examine successively each 
syllogism composing it and ascertain its correctness, its conformity to the 
rules of the game? . . . For some, yes; when they have done this, they will 
say, I understand. For the majority, no. Almost all are much more exact-
ing; they wish to know not merely whether all the syllogisms of a dem-
onstration are correct, but why they link together in this order rather 
than another. In so far as to them they seem engendered by caprice and 
not by an intelligence always conscious of the end to be attained, they 
do not believe they understand. Doubtless they are not themselves just 
conscious of what they crave, and they could not formulate their desire, 
but if they do not get satisfaction, they vaguely feel that something is 
lacking” (quoted in Hadamard, 1945/1954, p. 104).

Perhaps the following problem will illustrate the difference between 
being convinced of the problem’s solution by following a step-wise pro-
cedure for inferring it and being convinced by “seeing” what the nature 
of the solution must be. Consider two containers, one of which, call it A, 
contains 10 ounces of water from the Atlantic and the other of which, 
P, contains 10 ounces of water from the Pacifi c. Suppose that, fi rst, 2 
ounces are taken from A and mixed thoroughly with the water in P, and 
then 2 ounces are taken from P (which now holds a mixture of Pacifi c 
and Atlantic water) and returned to A. Which container ends up with 
the greater amount of “foreign” water, Atlantic water being foreign to P 
and Pacifi c water being foreign to A?

One may solve this problem in a step-wise fashion: 2 ounces of 
Atlantic going into 10 ounces of Pacifi c yields in P 12 ounces of water 
with Pacifi c and Atlantic in the ratio of 10:2. When 2 ounces of this 
mixture is then put into A, it leaves 10 ounces in P of the mixture in the 
same ratio of 10:2, which means 8 1/3 ounces of Pacifi c and 1 2/3 ounces 
of Atlantic. The 2 ounces of mixture that is going to A contains Pacifi c 
and Atlantic water in the ratio 10:2, which means it is composed of 1 2/3 
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ounces of Pacifi c and 1/3 ounce of Atlantic. When this is added to the 8 
ounces of Atlantic that is in A, A will contain 8 1/3 ounces of Atlantic 
and 1 2/3 of Pacifi c; which is to say that the ratio of Atlantic to Pacifi c 
water in it will be 10:2. So when the mixing and switching is done the 
amount of foreign water in each container is the same.

Alternatively, one may see at once that the amount of foreign water 
in each container must be the same, because, inasmuch as both con-
tainers begin and end with 10 ounces of water, however much of the 
non-foreign water that is missing from either container must have been 
replaced by an equal amount of water from the other container. Looking 
at the problem this way makes it clear also that the same answer holds 
no matter how much water is in the containers at the start (as long as it 
is the same in both), no matter how much is transferred (as long as it is 
the same in both directions) and whether or not the contents of the mix-
ture was thoroughly stirred after the fi rst, or any subsequent, transfer. 
As long as we start and fi nish with the same amount in both containers, 
it matters not how many transfers are made or how much is transferred 
in each case.

It is not the case, of course, that all problems lend themselves so 
readily to such disparate analyses. I wish only to illustrate that there is a 
difference between accepting a solution because one is convinced of the 
validity of a step-wise process that yields it and of “seeing” at some deeper 
level why the solution is what it is. Poincaré’s point is that in mathematics 
one often has to settle for the former, but that many, if not most, mathe-
maticians typically strive for something closer to the latter, and it is when 
they attain that that they are most likely to feel that they understand. 

Understanding as having an adequate mental model

One current view of what it means to understand a phenomenon is to 
have a mental model of it in mind (Johnson-Laird, 1983). A model need 
not be complete or completely accurate in order to be useful. Indeed, 
Johnson-Laird holds, really complete models for empirical phenom-
ena do not exist; moreover the usefulness of a model is not necessar-
ily increased when information is added to it beyond a certain level. To 
have a mental model of a phenomenon is to have a representation of the 
phenomenon that can be examined independently of the phenomenon 
itself; to the extent that the examination of that representation permits 
one to make accurate descriptive statements about the phenomenon, it 
seems reasonable to say that having such a representation constitutes 
understanding of a sort.
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DeKleer and Brown (1980) also equate understanding of a system 
with having a mental model or “envisionment” of that system and, in 
particular, a dynamic representation that permits one to simulate the 
behavior of the system in one’s imagination. One understands a system, 
at least in terms of its behavior, according to this view, to the degree that 
one’s dynamic model permits one to infer how the system will act under 
specifi ed conditions, including novel or faulty ones. 

A major challenge to the understanding of many of the concepts 
and relationships that science gives us is that of getting an intuitive feel 
for the quantities or magnitudes involved. Measures of extent that are 
within a few orders of magnitude in either direction of a foot are intui-
tively graspable, but we fi nd it diffi cult to get an intuitive feel for the 
ultrasmall (submicron, say) and ultralarge (light years). Similarly, we 
can grasp quantities that are within a few orders of magnitude of 10, 
but we have diffi culty making intuitive sense of quantities that must 
be expressed in exponential form and that have large exponents, either 
positive or negative. 

A common approach in attempting to make very large or very 
small magnitudes or quantities intuitively meaningful is to use analo-
gies. Consider the cells from which our bodies are made, which average 
about 10 microns in length. There are lots of cells in a human body—in 
the neighborhood of 1013 or 1014, by some estimates. Each cell contains 
roughly a billion (109) proteins, each of which contains on the order of 
fi ve thousand (5 x 103) atoms, which means that a body has on the order 
of 1026 atoms. How does one—if one wants to—get an intuitive feel for 
what that means?

Goodsell (1998) suggests, for the case of the cell, imagining a typi-
cal-sized room fi lled with rice grains to get an idea of the number of cells 
(a billion or so) that make up the last joint in one’s fi nger. The same anal-
ogy can be used to get a feel for the number of proteins in a single cell. 
The number of atoms in a protein, about 5,000, is perhaps a bit closer 
to what one can imagine without the analogical crutch. Putting all this 
together gives one, at least in a step-wise fashion, perhaps a slightly—but 
only slightly—better understanding of what it means to be composed of 
1026 atoms than does simply staring at the number itself. 

Understanding and multiple representations

McKellar (1957) also ties the idea of mental models to what it means to 
understand. He further suggests that one understands something to the 
extent that one can represent it in more than one way. McKellar’s use 
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of the concept of mental model only faintly presages Johnson-Laird’s 
extensive development and application of it, but the point that under-
standing involves the ability to represent something in a variety of ways 
strikes me as an important insight. The idea has been promoted more 
recently by Stevens and Collins (1977, 1980) and Collins, Brown, and 
Larkin (1980).

Investigators of human problem solving have put great emphasis 
on the ability to fi nd a useful representation of a problem as a critical 
fi rst step in solving it and have presented evidence that the representa-
tions that problem solvers who are highly knowledgeable in the problem 
domain construct are often qualitatively different from the representa-
tions constructed by those who are not so knowledgeable with respect 
to that domain (deKleer, 1977; Greeno, 1980; Nilsson, 1971; Simon & 
Hayes, 1976). Collins, Brown, and K. Larkin (1980) suggest that one way 
of characterizing an expert is as a person who not only has multiple rep-
resentations of a given system but knows how the different models relate 
to each other and how to use them to advantage. 

There are many instances in mathematics of relationships being 
representable in more than one way. Understanding of a relationship 
that is represented one way may be facilitated by considering how the 
same relationship could be represented in a qualitatively different way. 
Often it is helpful, for example, to consider both algebraic and geometric 
representations of the same relationship. Understanding of the relation-
ship (a + b)2 = a2 + 2ab + b2 may be enriched by consideration of Figure 
9.1.

FIGURE 9.1 Illustrating the relationship (a + b)2 = a2 + 2ab + b2.
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Understanding as seeing equivalences

If I say that I understand the assertion that A is larger than B and that 
I understand the assertion that B is smaller than A, but then insist that 
these assertions are incompatible with each other, you would undoubt-
edly question whether I understand what I claim to understand. There 
are many examples in the research literature, not quite as stark as this 
illustration, of people failing to see the equivalence of different ways of 
saying the same thing. This is especially true in the area of probabilistic 
reasoning. For example, people, including professionals making judg-
ments in their area of expertise, often fail to see the equivalence of claims 
expressed in probabilistic terms to essentially the same claims expressed 
in terms of relative frequencies (Slovic, Monahan, & MacGregor, 2000; 
Yamagishi, 1997). Similarly, they sometimes fail also to see the equiva-
lence of relationships expressed in terms of absolute frequencies (50 out 
of 1,000) to the same relationships expressed as probabilities (.05) or per-
centages (5 percent) (Cosmides & Tooby, 1990; Gigerenzer, 1993, 1994; 
Gigerenzer & Hoffrage, 1995).

***
There is no simple answer, in my view, to what it means to understand. 
It means different things in different contexts. Whatever connotation it 
is given, understanding must be thought of as something that can vary in 
degree. There is a difference between understanding something deeply 
and in detail and understanding it only superfi cially. And there is a dif-
ference between understanding something only superfi cially, but cor-
rectly as far as the understanding goes, and misunderstanding, which 
means believing something that is not true. Perhaps what is most impor-
tant for rationality is an awareness of the limits of one’s understand-
ing—an accurate appreciation of what one understands well, what one 
understands less than well, and what one does not understand at all. 

Surely it is possible to believe that one understands something 
when, in fact, one does not. I may believe that I understand how to read 
and follow a wiring diagram, while the electrician who has to fi x my 
botched job knows very well that I do not. Most of us probably get into 
trouble from time to time by believing that we understand the intentions 
or motivations of others when, in fact, we have them wrong. 

A particularly subtle form of pseudo understanding is that that mis-
takes familiarity with understanding. The old saw has it that familiarity 
breeds contempt; what may be equally true is that familiarity breeds a 
false sense of understanding. The fact that one has learned to speak the 
jargon of a discipline is not compelling evidence that one has acquired a 
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deep understanding of that of which one speaks. As Atkins (1994) puts it, 
“Names are codes; we should not let familiarity with them masquerade 
as understanding” (p. 15). The ease with which naming can be mistaken 
for explanation was discussed in chapter 6. An aspect of the confusion 
between naming and explaining that was not discussed there is the phe-
nomenon of reifi cation, or the tendency to assume that a name implies 
a referenced entity. Freud gave names to a variety of concepts—id, ego, 
superego, libido. Whether these terms refer to entities that actually exist 
in some sense other than as concepts that can be defi ned (as the concepts 
unicorn, tooth fairy, and Atlantis can be defi ned) has been a matter of 
considerable debate. The point I wish to make here is that it does not fol-
low from the fact that a name exists that there exists some entity (thing, 
substance, essence) to which the name refers, and that overlooking this 
can yield a false sense of understanding.

The Desire to Understand 

We use effectively things and principles that we do not understand at 
more than a superfi cial level, if at that. Most of us who drive automo-
biles, I suspect, do not understand the operation of an internal com-
bustion engine in any detail. Nor do those of us who daily make use of 
telephones, radios, televisions, computers, and a myriad of other devices 
electronic and otherwise, have more than the skimpiest of comprehen-
sion of the principles on which they work. Even the experts may have 
a much more limited understanding of some aspects of their areas of 
expertise than is generally recognized. Miller (2003) surmises that few 
of the numerous physicists who use quantum theory daily think about 
its interpretive subtleties. Feynman (1985) went so far as to opine that 
nobody understands quantum mechanics. The theory is accepted and 
applied by physicists not because it provides deep insights into why things 
are the way they are, but because it works in the sense of providing a 
basis for making precise predictions that prove to be true and immensely 
useful to practical ends. Greene (1999) makes the same point: “in a real 
sense those who use quantum mechanics fi nd themselves following rules 
and formulas laid down by the ‘founding fathers’ of the theory—calcu-
lational procedures that are straightforward to carry out—without really 
understanding why the procedures work or what they really mean” (p. 
87). “[B]eyond the fact that it is a mathematically coherent theory, the 
only reason we believe in quantum mechanics is because it yields predic-
tions that have been verifi ed to astounding accuracy” (p. 88). 

□
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Every high school student who has taken an introductory phys-
ics course—perhaps even a general science course—knows that light is 
believed to have properties both of waves and of particles and that which 
type of property one observes depends on the experiment one does. But 
whether anyone really understands how light can be both wave-like and 
particulate at the same time is doubtful. As Greene (1999) puts it: “We 
can utter words such as ‘wave-particle duality.’ We can translate these 
words into a mathematical formalism that describes real-world experi-
ments with amazing accuracy. But it is extremely hard to understand at 
a deep, intuitive level this dazzling feature of the microscopic world” (p. 
103). Learning that wave-particle duality applies to matter as well as to 
light does not make the idea easier to grasp. 

But despite the fact that we manage to get along nicely in day-to-
day life without understanding very deeply much (most?) of what we see 
about us, there can be no doubting that a desire to understand—curios-
ity—is a strong motivator of human behavior. Many have argued that it 
is one of the major characteristics, if not the characteristic, that distin-
guishes mankind from other species. A few examples: 

The urge to understand has differentiated man form all other crea-
tures on the planet (Bromley, 1986, p. 622).

The human beings were different primarily because they were the 
only species intensely curious about their surroundings (Lederman, 
1993, p. 2). 

This tendency [to search for truth that it can represent as scientifi c 
laws], peculiar to the human race, is that which renders it superior to 
animals; and their progress in this respect distinguishes nations and 
ages and constitutes their true glory (Laplace, 1814/1956, p. 1326).

It is intellectual curiosity and the accompanying ability to investigate 
the laws of nature and benefi t from investigation that distinguish the 
human species from other forms of life (Jackson, Tigner, & Wojcicki, 
1986, p. 6).

To understand is the most human act of the human being, and all 
true human action is based on understanding, seeks understanding, 
fi nds understanding. Understanding is the innermost bond between 
humans, and the basis of all moral existence (Droysen, 1960, p. 26, 
quoted in Albert, 1985, p. 170, footnote 9). 

•

•

•

•

•
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What is the basis of this defi ning curiosity? Why do we wish to 
understand? Some observers have found it to be surprising that we, as 
a species, have not only the curiosity, but the intellectual resources that 
are necessary to do science. Presumably our brains evolved over millions 
of years, during almost all of which time the kinds of questions now 
addressed by science were of no consequence to us. Our main purpose, 
like that of any other animal, was to survive—to obtain food, avoid pred-
ators, and attain some measure of comfort. “What,” asks Davies (1992), 
“has this got to do with discovering the laws of electromagnetism or 
the structure of the atom?” (p. 149). What is there in our history that 
can explain not only the intense desire to acquire knowledge, even that 
which has no practical utility, but our apparent ability to do so? 

Consider the enormous effort that has been, and is being, put into 
understanding the origin and ultimate fate of the universe. Of what 
practical value, one might ask, is the knowledge of whether the universe 
came into existence 13 or so billion years ago, instead of, say, 5 billion 
or 20 billion? Of what practical relevance to our day-to-day existence is 
the knowledge of whether the universe will collapse many billions of 
years hence or go on expanding indefi nitely? Why should we care a whit 
whether black holes really exist, or whether neutrinos have mass, or what 
makes pulsars pulse? Whatever the answer to why we care about such 
things there can be no question that we do care. Many of the best minds 
the species has produced have devoted themselves to trying to extend 
our understanding of the universe in which we fi nd ourselves, arguably 
for no more compelling reason than that of extending our understanding 
of the universe in which we fi nd ourselves. The urge itself is remarkable, 
but so, as Davies and others have noted, is the apparent ability to ask 
and answer questions that have little direct relevance to our survival as 
individuals or as a species.

Evidences of Understanding 

A major challenge of teaching is to get students to understand what is 
being taught. How can one be sure that someone else understands a con-
cept, a relationship, a principle, a process? Perhaps one cannot. For that 
matter, how can one be sure that one understands such things oneself? 
Again, perhaps one cannot. But for practical purposes we may be willing 
to accept various evidences of understanding by others or ourselves. These 
include the ability to use concepts appropriately, which is to say, in a way 
that other people who presumably understand them fi nd  acceptable; the 

□
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ability to communicate effectively with people who are knowledgeable 
with respect to a given domain; the ability to apply a principle consis-
tently in a variety of contexts; the ability to carry out a process or pro-
cedure in such a way as to obtain consistently the desired results; the 
subjective confi dence that one understands—”sees”—a relationship or 
principle; the ability to draw analogies that are considered appropriate 
by people who are knowledgeable with respect to the domain. Although 
none of these evidences is infallible, combinations of them perhaps con-
stitute as strong evidence of understanding as we can hope to get. 

The ability to paraphrase, to explain an idea “in one’s own terms,” 
or to express or represent an idea in more than one way is sometimes 
taken as good evidence of understanding. McKellar (1957) promotes this 
view in connection with his association of understanding with the con-
struction of mental models. As he uses the term, mental models are at 
once vehicles for understanding and for communication. Understand-
ing is said to be limited when one is unable to represent a given idea in 
more than one way. The best evidence that one indeed does understand 
an idea, McKellar argues, is one’s ability not just to convey the idea in 
the words in which one encountered it, but in qualitatively different 
terms—to present it from a different perspective, as it were. Evidence 
of understanding “may be found in the ability to provide re-exposition 
and alternative models. An individual’s ability to put into other words 
something he has been told and claims to ‘understand’ is convincing 
evidence of his genuine understanding. Furthermore, a thinker’s ability 
to re-expound his own thought, to use other mental models when asked 
to ‘explain’ what he means, is good evidence that he himself knows what 
he means” (p. 181).

McKellar’s stress on the ability to express or expound a concept in 
words other than those in which it was acquired is similar to the idea 
that if one really understands a concept, one ought to be able to apply 
it appropriately in unanticipated situations or in novel ways. DeKleer 
and Brown (1980) make a similar point in suggesting that evidence of 
the adequacy of one’s dynamic model or envisionment of a system is its 
ability to provide the basis for correct answers to unanticipated questions 
about the behavior of the system under a variety of conditions. 

Lack of understanding, especially in academic situations, can some-
times be masked by an individual’s superfi cial knowledge of formulas 
and ability to manipulate them (Clement, 1982). This is an unfortunate 
possibility in an educational context because it means that students may 
be able to “do well” in certain academic situations without revealing that 
they do not understand at a more-than-superfi cial level what they are 
doing or why they are doing it. Clement (1981a) describes a variety of 
situations in which students have been found to be able to apply a mathe-
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matical procedure to get the correct answer to a problem but have shown 
when probed that they did not have a suffi ciently good understanding 
of the underlying concepts to be able to apply them effectively to practi-
cal problems. Clement refers to such knowledge as “formula-centered” 
knowledge. 

Formula-centered knowledge, thus conceived, is suggestive of the 
kind of knowledge that Searle (1980) made famous in his “Chinese-
room” argument against the claims of “strong artifi cial intelligence” 
that suitably programmed computers can properly be said to understand. 
Searle likens a computer that gives the appearance of understanding to 
an individual who has learned to apply a set of rules to sets of abstract 
shapes to produce other sets of abstract shapes, without realizing the 
shapes involved are Chinese characters. If the rules are such that the 
sets of shapes the individual produces are interpreted by someone who 
understands Chinese as answers to questions represented by the shapes 
to which the individual responded, an observer would naturally, but 
wrongly, conclude that the individual understood Chinese. Searle’s 
argument has evoked a great deal of discussion and debate, which will 
not be considered here; the salient point for present purposes is that the 
appearance of understanding can be misleading. 

Formula-centered knowledge is of limited value inasmuch as for-
mulas themselves fail to provide one with information as to when they 
should be used; consequently such knowledge is likely to lead to the 
application of formulas in inappropriate contexts. Formula-centered 
knowledge also would be an inadequate basis for the development of 
effective qualitative models of a problem situation and this helps explain 
why people who lack expertise in a particular area are less likely to use 
such models than are people who have that expertise. 

Degrees of Understanding

The calculus was diffi cult to Newton and Weierstrass; it is easy only to 
those who understand it too easily. (Bell, 1945/1992, p. 150)

Certainly it is possible to be convinced that one understands something 
when one really does not. “We all think we know what continuity 
means, but some of us, surely, are inclined to wriggle uncomfortably 
when we learn of a function that is discontinuous at every rational num-
ber but continuous at every irrational one. (A much deeper and much 
more famous monster is a curve that turns continuously everywhere but 

□
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has a tangent nowhere.) We are all sure we know what connectedness 
means, but aren’t we inclined to be skeptical when we learn of a curve 
that consists of two pieces (such as a circle and spiral winding infi nitely 
often around it) that is nevertheless called connected? In any event, I 
maintain that a student does not know what continuity and connected-
ness mean till he knows examples such as these” (Halmos, 1985, p. 63). 

Marr (1982) distinguishes three levels of understanding of any 
information-processing device. At the most abstract level, one under-
stands the device by being familiar with its computational theory—the 
theoretical account of the functional relationship between its input and 
its output. At the next level, understanding involves the details of how 
the input-output mapping is done—the process by which input gets 
transformed into output. At the most concrete level, one understands by 
knowing how the process is implemented physically. Massaro and Solso 
(1995) contrast Marr’s levels in computer terms, likening the computa-
tional level to an abstract description of the problem to be solved, the 
algorithmic level to the problem-solving software, and the implementa-
tion level to the system on which the software runs. 

The considerable interest among psychologists and cognitive sci-
entists in developing computational models of various aspects of human 
perception and cognition refl ects a pursuit of understanding at the level 
of computational theory (Broadbent, 1993; Meyer & Kieras, 1998). A 
computational model may provide an understanding of how an input-
output transfer could be done computationally—an existence proof of the 
adequacy of a specifi c algorithmic transfer function—without demon-
strating that the transfer necessarily is performed this way by humans. 
The ultimate goal of neuroscience research presumably is understanding 
at the level of how brain structures and mechanisms actually produce 
the phenomena of interest. 

Determining whether, or the extent to which, one understands 
something seems likely to increase with the complexity of whatever it 
is that is to be understood. But what constitutes conceptual complexity, 
and can it be characterized in such a way that one could judge objectively 
and unambiguously which of any two concepts is the more complex? 
This is a diffi cult question, but one plausible answer would emphasize 
the importance of connections. The general notion is that the complexity 
of a concept is determined by the number and nature of the other con-
cepts to which it is connected—the concepts that must be understood in 
order for the concept in question to be understood.

It is not necessary to have a full-blown theory of conceptual com-
plexity to recognize that some concepts are more complex—more dif-
fi cult—than others, and perhaps this is enough to justify the conjecture 
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that complexity has something to do with our ability to determine 
whether something is understood. Determining whether one under-
stands a simple command (close the door, put the book on the table, turn 
on the light) seems relatively straightforward. If one follows such instruc-
tions correctly, we would presumably be willing to take this as evidence 
that one understands them. This is not to say, however, that the fact that 
one can follow instructions demonstrates that one understands deeply 
all that is involved in doing do. I might be able to follow the instructions 
to identify which of several words (mitochondria, nucleotide, quark) is most 
likely to appear in a paragraph that contains also the word gluon, but I 
have only the fuzziest understanding of what a gluon is. To think of the 
understanding of complex concepts as an all-or-nothing affair is a great 
oversimplifi cation; clearly we understand to greater or lesser degrees. 

Many things can be understood at more than one level or in more 
than one way: metaphors, analogies, stories with morals, jokes, puns, 
double-entendres. When one interprets only literally what is intended to 
be a metaphor, or one follows a parable as a narrative account but fails to 
see the moral, we say that one misses the point. One can read Gulliver’s 
Travels as an adventure fantasy or one can see in it also a satirical com-
mentary on certain social phenomena of the times; we would say that 
the latter understanding of the work is a fuller one than the former. 

One might assume that most high school graduates, certainly those 
who have studied mathematics through algebra would understand the 
meaning of the “equals” sign (=) as it is used in mathematics. But how 
plausible is this assumption? Realizing that the expression to the left of 
this sign is, in some sense, “equal to” the expression to the right of it 
represents some understanding of the meaning of the sign—certainly 
a better understanding than the assumption that it means one should 
add the expressions to the left and right of the sign. But a more complete 
understanding of the sign would recognize that it can be used to signify a 
tautology (2+4 = 6), a functional relationship (y = 2x), a constraint equa-
tion (x2+3x-10 = 0), or a defi nition (u = dy/dx), and that the meanings in 
these uses are not all equivalent. 

One can understand an analogy in the sense of recognizing the 
similarity between A and B and using one’s knowledge of A to enhance 
one’s understanding of B, without necessarily having a very deep under-
standing of the concept of analogy per se. In other words, it is one thing 
to use an analogy to facilitate understanding of one of the analogs, and 
it is quite another to understand what an analogy—any analogy—is. 
The latter should involve a realization that analogies have limits beyond 
which they should not be pressed and that proof by analogy is no proof 
at all. 
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Common Misconceptions

It would be unrealistic to expect everyone to hold only beliefs about 
the world that are consistent with the latest scientifi c views, but a ques-
tion of some practical signifi cance is whether there are widely-shared 
misconceptions about natural phenomena. To the extent that failures 
to understand in specifi c instances can be attributed, at least in part, to 
such misconceptions, it should be possible to realize some educational 
leverage by focusing on ways to correct those particular misconceptions 
or of preventing them from arising in the fi rst place.

That common misconceptions exist is suggested by the consistency 
with which certain types of errors are made when people attempt to 
answer questions about physical phenomena. An example for which 
Clement (1980, 1981a, b, 1982) has obtained evidence, is the belief that 
continuing motion implies the presence of a continuing force in the 
direction of the motion. Clement refers to this belief, which corresponds 
closely to the impetus theory of motion once held by Galileo and other 
scientists before the days of Newton, as the “motion implies force” mis-
conception. It appears to be highly resistant to change; it has been found 
even among students who have successfully completed college-level 
courses in mechanics, which illustrates the ease with which new ideas 
encountered in physics courses are sometimes interpreted in such a way 
as to make them fi t preconceptions.

Many students confuse rates with amounts, and changes in rates 
with rates—velocity with distance, acceleration with velocity, rate of 
infl ation with dollar value (Lochhead, 1981; Trowbridge & McDermott, 
1980, 1981). Why it is diffi cult to teach such distinctions is not clear. One 
possibility that has been suggested is that the representation of rate (and 
change in rate) relationships by mathematical equations is inherently 
static and does not facilitate an appreciation of the fact that the rela-
tionships themselves are dynamic (Clement, Lochhead, & Monk, 1981; 
Clement, Lochhead, & Soloway, 1980). 

There is some evidence that such relationships may be conveyed 
more effectively in the language of computer programming than as alge-
braic expressions (Lochhead, 1981). The idea is that programming-lan-
guage representations are more suggestive of operations performed on 
variables than are algebraic expressions. Lochhead also suggests that even 
greater facilitation in the teaching of rate concepts might be obtained 
from the use of computer-based dynamic representations of relationships 
between variables to illustrate various ways in which two functionally 
related variables may change together. 

□
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A number of studies have yielded results that suggest that many 
of the errors that students make when doing basic arithmetic are not 
the result of carelessness or lack of understanding of essential number 
facts but of the execution of incorrect procedures or “faulty algorithms” 
(Asklock, 1976; Bennett, 1976; Brown & Burton, 1978; Lankford, 1972; 
Sleeman, 1984; Woodward, & Howard, 1994; Young & O’Shea, 1981). 
This is not to say that faulty algorithms are the only source of errors of 
arithmetic, or that carelessness and lack of basic number facts are never 
implicated, but only that faulty algorithms appear to be a major source 
of diffi culty. 

The various evidences mentioned here of lack of understanding by 
students of concepts, relationships, principles or processes that they have 
studied are drawn from a number of different investigations. They do 
not constitute the results of a systematic attempt to identify the major 
kinds of conceptual diffi culties that students have in specifi c subjects. 
However, if the problems that these investigations have identifi ed are 
at all representative of the types of confusions that students carry away 
from formal educational programs, they represent a serious challenge 
to the educational establishment to fi nd more effective ways to facilitate 
understanding. 

Limitations of Understanding

If science is the understanding of interesting shapes in nature, how does 
this understanding come about? How can we tell what things not yet 
understood are capable of being understood? (Polyani, 1964, p. 14)

We necessarily understand the world in terms of the concepts and theo-
ries of our time. Galileo could not understand natural phenomena in 
terms of Newtonian mechanics and Newton could not understand them 
in terms of the concepts of relativity. We cannot understand them in 
terms of the physics of the 22nd century. Perhaps a description of our 
world and of ourselves will never be written in the language of “fi nal” 
science; one hopes not, because that would mean that there would be 
nothing left to discover. In any case, our understanding can never be 
more than an understanding in terms of current models of, or theories 
about, the world. 

And the understanding that theories about the world provide is 
bound always, one suspects, to be extremely limited. Thomas Hux-
ley once put the matter this way: “In ultimate analysis everything is 

□
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 incomprehensible and the whole object of science is simply to reduce 
the fundamental incomprehensibilities to the smallest possible number” 
(quoted in Eisley, 1967, p. 18). More recently Nagel (1986) expressed a 
similar idea: “since we are who we are, we can’t get outside of ourselves 
completely. Whatever we do, we remain subparts of the world with lim-
ited access to the real nature of the rest of it and of ourselves. There is 
no way of telling how much of reality lies beyond the reach of present or 
future objectivity or any other conceivable form of human understand-
ing” (p. 6).

Nevertheless, we wish intensely to understand. We work for this 
goal, and we think we realize some degree of success. We believe that, as 
a species, we understand the universe in which we live better than did 
our predecessors. But we understand better too that our understanding is 
tenuous and woefully incomplete. The paradox is that the more we learn, 
the more we are made aware of the depth of our ignorance; the better we 
understand, the greater the mysteries that emerge from that understand-
ing. But would we really want it any other way? The establishment of a 
“theory of everything” that could provide an answer to every question 
one might think to ask strikes me as about the most boring eventuality 
imaginable; I have no fear of it happening.

What Is Wisdom?

The neglect, indeed the rejection, of wisdom has gone so far that most 
of our intellectuals have not even the faintest idea what the term could 
mean. (Schumacher, 1973, p. 39) 

What is wisdom? What do people think it is? Do people agree on this? 
Do people who study wisdom agree what it is? Can it be measured? Can 
it be acquired? Is it unique to old age? Is a wise person best described 
in terms of characteristics? Of capabilities? How does wisdom relate to 
knowledge, intelligence, judgment? 

There are many references to wisdom in religious and philosophical 
literature. Wisdom is generally presented as highly desirable but rarely 
acquired. King Solomon pleased God by asking, upon becoming Israel’s 
third king, not for long life or riches or victory over his enemies, but for 
“an understanding heart” that he might rule wisely; God gave him “a 
wise and understanding heart” and promised him also the riches and 
honor for which he had not asked. Perhaps the best known illustration 
of his wisdom is the account of his settling of a dispute between two 
women, each of whom claimed to be the mother of the same child. Solo-

□
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mon instructed that the child be cut in two so that each mother could 
have half, and when one of the mothers, upon hearing this decision, gave 
up her claim to the child so its life would be spared, Solomon declared 
that woman to be the true mother and gave the child to her (I Kings 3).

In The Republic Plato likens normal life to existence within a cave 
and perception to the watching by the cave dwellers of the shadows cast 
by fi re against a cave wall. The cave dwellers consider these shadows to 
be “real” because that is all they have ever seen. A wise person, in this 
metaphor, is the rare individual who has emerged from the cave long 
enough to see the outside world in the light of the sun and to learn the 
difference between reality and the shadows in the cave. It is the respon-
sibility of such a person to return to the cave with this knowledge and 
to help the cave dwellers understand that what they are looking at is a 
refl ection only and that something more real exists. 

The attainment of wisdom was given the highest priority by Plato 
and other Greek philosophers, who distinguished it from other mental 
abilities. Wisdom was seen less as a skill, like facility with computation, 
than as a character trait. It was projected in a style of living and behav-
ing, a commitment to reasoned deliberation, refl ection and choice. The 
rule of reason over passion fi gured prominently in classical views, as did 
self-knowledge, moderation, minimization of personal material wants, 
and acceptance of the inevitable (Robinson, 1990).

The perceived importance of wisdom to peace of mind is seen in 
the widely quoted “serenity prayer,” of the 2nd-century Roman philoso-
pher emperor, Marcus Aurelius: “God grant me the serenity to accept the 
things I cannot change, the courage to change the things I can, and the 
wisdom to tell the difference.” The same thought is expressed, if some-
what more prosaically, by Birren and Fisher (1990): “Wisdom is tested in 
circumstances in which we have to decide what is changeable and what 
is not” (p. 324). 

Wisdom remained a topic of considerable interest to philosophers 
until relatively recent times (Holliday & Chandler, 1986). However, inter-
est in the concept appears to have waned, even among philosophers, as, 
partly through the infl uence of logical positivism, the tendency to focus 
on knowledge produced by the empirical methods of science became pre-
dominant. Perhaps because it has produced such tangible and obvious 
results, scientifi c thinking has become so highly valued by contemporary 
society that, in the view of some, legitimate alternative or complemen-
tary ways of knowing have suffered neglect (Marcel, 1951; Habermas, 
1970).

As a focus of research or refl ection, wisdom has never enjoyed the 
status among psychologists as has, say, perception, emotion, instinct, 
or motivation. It is not surprising, perhaps, that the concept received 
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 little attention during the decades when Watsonian behaviorism exerted 
its greatest infl uence—one looks in vain for discussions of it in general 
reviews of experimental psychology, such as those of Osgood (1953) 
and Woodworth and Schlosberg (1956)—but its neglect predates the 
general aversion toward mentalistic concepts shown by nearly all psy-
chologists during this time; the word does not appear in the index of 
James’s (1890/1983) Principles of Psychology, or of those of such classics 
as Bruner, Goodnow, and Austin’s (1956) A Study of Thinking, Bartlett’s 
(1958) Thinking: An Experimental and Social Study, or Inhelder and Piaget’s 
(1958) The Growth of Logical Thinking from Childhood to Adolescence. Nor is 
it in the indices of such anthologies and collections of papers on think-
ing as those of Johnson-Laird and Wason (1977), Dillon and Sternberg 
(1986), Baron and Sternberg (1987), Jones and Idol (1990), or Mulcahy, 
Short, and Andrews (1991). But the concept has begun to receive some 
attention from psychologists and other social scientists. What follows is a 
cursory look at some relatively recent work, much of which is reported in 
Sternberg (1990a), and some of the conceptions of wisdom it offers. 

Wisdom as a cognitive process

Csikszentmihalyi and Rathunde (1990) see three major dimensions of 
meaning in the treatment of the concept of wisdom by past thinkers: 
“It can be seen as a cognitive process, or a peculiar way of obtaining and 
processing information; as a virtue, or socially valued pattern of behavior; 
or as a good, or personally desirable state or condition” (p. 28). All three 
of these dimensions, they suggest, are relevant to an understanding of 
the concept. The distinctiveness of wisdom as a cognitive process, is seen, 
they argue, in claims that it:

 a. does not deal with the appearance of fl eeting phenomena but with 
enduring universal truths; 

 b. is not specialized but is an attempt to apprehend how the various 
aspects of reality are related to each other;

 c. is not a value-free way of knowing but implies a hierarchical ordering 
of truths and actions directed at those truths (p. 28).

Csikszentmihalyi and Rathunde note that one major problem with 
this view is the lack of agreement among thinkers as to what the endur-
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ing truths are that lie behind appearances. Despite this obvious diffi culty, 
one might still want to assume that there are such truths, that some 
approximations thereto are more enduring than others, and that the 
wise individual seeks to distinguish between the more and less enduring 
aspects of experience. 

Wisdom as knowledge, understanding, 
insight, or good judgment

Baltes and Smith (1990) equate wisdom with knowledge, referring to it 
as “an expert knowledge system about the fundamental pragmatics of 
life” (p. 94). One factor analysis of words used in descriptions of wisdom 
or wise people yielded exceptional understanding as one key construct, 
among four others (Holliday & Chandler, 1986). (The other factors pro-
duced by this analysis were judgment and communication skills, general 
competence, interpersonal skills, and social unobtrusiveness.) Chandler 
and Holliday (1990) associate wisdom with a broad form of understand-
ing that is to be contrasted with narrow forms of expertise. They react 
negatively to the use of expertise and specialization as key concepts in 
a model of wisdom, and ask whether such a model leaves any place for 
the concepts of wisdom and wise as ordinarily understood. Everyone 
knows, they contend, that there are many experts in narrowly special-
ized domains that no one would accuse of being wise. 

Sternberg (1985) had professionals and laypersons rate each of a list 
of behaviors with respect to the extent to which they characterized wis-
dom, intelligence and creativity. A correlation analysis showed wisdom 
to be closer in character to intelligence than to creativity. On the basis of 
this analysis, Sternberg (1990a) compared and contrasted wisdom, intel-
ligence, and creativity with respect to six aspects: knowledge, cognitive 
processing, intellectual style, personality, motivation, and environmental 
context. With respect to motivation, for example, the wise person is said 
to be motivated “to understand what is known and what it means,” the 
intelligent person “to know and to use what is known,” and the creative 
person “to go beyond what is known.” The characterization of wisdom in 
terms of Sternberg’s six aspects is striking in the fact that “understand-
ing” appears in summarized descriptions of fi ve of the six. 

A kind of probing inquisitiveness that leads to new insights is some-
times seen as an important aspect of wisdom. Arlin (1990), for example, 
sees wisdom as having more to do with question asking or problem fi nd-
ing than with question answering or problem solving. She notes that a 
comparable emphasis on the importance of problem fi nding, as  distinct 
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from problem solving, was made by Merton (1945) and Mackworth 
(1965) in their accounts of original and especially productive work in 
science. She sees a problem-fi nding mind set as important not only for 
scientists, but for anyone who would aspire to be wise. “The questions 
that one asks of one’s life, one’s experience, and one’s discipline when 
one has thought deeply about such matters may be the single most pow-
erful predictor of one’s decisions and judgments and of the wisdom of 
those decisions and judgments” (p. 240). 

Judgment (good judgment, mature judgment, fair judgment) 
appears prominently in many conceptions of wisdom (Baltes, Dittmann-
Kohli, & Dixon, 1984; Baltes & Smith,1990; Dixon, Kramer & Baltes, 
1985; Holliday & Chandler, 1986; Kitchener & Brenner, 1990; Sternberg, 
1985). Baltes and colleagues stress the ability to exercise good judgment 
especially under conditions of uncertainty as a distinctive characteristic 
of wise persons. Kitchener and Brenner (1990) do the same. 

Wisdom as a virtue

To the classical Greeks, wisdom was not only a virtue, but was among 
the highest virtues to which one could aspire; it was held out as a goal 
toward which one should strive throughout one’s entire life. The attain-
ment of the virtue of wisdom, in some measure, qualifi ed one to assume 
leadership roles in society. In Plato’s Republic, it was to the wise, and not 
the merely clever, that governance was to be entrusted. Only individu-
als who were themselves ruled by wisdom were considered fi t to rule 
others. 

Csikszentmihalyi and Rathunde (1990) suggest that the ancient 
equating of wisdom with virtue not only still makes sense but that it is 
more relevant today than ever before. “It can be argued that the vari-
ous limits on objective perception and reasoning the social sciences have 
revealed—repressions, defenses, bad faith, false consciousness, ethnocen-
tricism, conditioned responses, suggestibility, and so on—are precisely 
the concrete ‘particulars’ of experience that Plato argued the philosopher 
must overcome in order to see the underlying truth, and thus get closer 
to wisdom” (p. 35). 

Wisdom as self-transcendence

A common theme in the treatment of wisdom by personality theorists 
(e.g., Erikson, Jung, & Kohut) is the idea of self-transcendence (Orwoll & 
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Perlmuter, 1990). The wise person, according to this view, is character-
ized by an exceptionally mature personality and is less inclined than most 
to be preoccupied with self-referent thoughts and feelings. Although the 
wise person is likely to have a variety of other distinguishing character-
istics as well, it is the self-transcendent aspect of personality, Orwoll and 
Perlmutter argue, that makes wisdom unique. 

Pascual-Leone (1990) expresses a similar idea. Wisdom, in his view, 
involves affect and personality, as well as cognition, and its attainment 
is marked by an increasing ability to focus outside oneself—”a weak-
ening of ego-centered characteristics, which leads to greater intuition 
and emphatic understanding of other, self, world, and nature as equally 
strong concerns” (p. 272). Pascual-Leone sees wisdom as an “asymptotic 
state of normal human growth toward maturity,” which, alas, “is rarely 
attained.” Other writers who have emphasized empathy and concern for 
others as important aspects of wisdom include Brent and Watson (1980) 
and Clayton (1976). 

Wisdom as balance

Labouvie-Vief (1990) defi nes wisdom as the “smooth and relatively bal-
anced dialogue” between two modes of thought, one of which “provides 
experiential richness and fl uidity, the other logical cohesion and stabil-
ity” (p. 53). Labouvie-Vief refers to the fi rst mode as mythos and the sec-
ond as logos. Logos thinking, which involves knowledge that is arguable, 
demonstrable, precisely defi nable, and mechanizable, is generally given 
considerably more credence than mythos thinking, which is less analyti-
cal and more intuitive. Mythos thinking tends to be seen, Labouvie-Vief 
suggests, as an immature and degraded form of logos thinking. 

Wise thinking involves both of these modes, in Labouvie-Vief’s 
view. The wise person realizes that if thinking is limited to that which 
can be subjected to the strictures of logic, disembodied from a fl esh-and-
blood thinker and mechanized, it will yield an incomplete and impover-
ished result. Wisdom requires more than factual knowledge and logic, it 
must include emotional, ethical, expressive and mythic aspects as well. 
It is not to be equated with expertise. Aspects of expert cognition may 
mimic those of wisdom to some degree, but unlike expertise, wisdom 
is not specialized but integrative and organismic. Integrity (moral and 
spiritual), humility, compassion and insight are among the descriptors 
that are applied to persons considered wise according to Labouvie-Vief 
(1990). Wisdom involves an understanding of the relatedness of logos 
thinking and mythos thinking; it encompasses an understanding of 
moral and ethical issues, an understanding of one’s own emotions and 
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a striving for a rational attitude that seeks both objective validation and 
subjective signifi cance.

Wisdom as an attitude about knowing

An essential part of wisdom is the ability to determine what is uncertain; 
that is, to appreciate the limits of our knowledge and to understand its 
probabilistic nature in many contexts. (Dawes, 1988, p. 264) 

Meacham (1983, 1990) emphasizes the importance of balance to wis-
dom, but in this case the balance is between knowing and doubting, and 
the overarching characteristic of wisdom is attitudinal. The wise person 
strives for knowledge, in Meacham’s view, but is keenly aware of its fal-
libility. “Each new domain of knowledge appears uncomplicated from 
the vantage point of ignorance; yet the more we learn about a particular 
domain, the greater the number of uncertainties, doubts, questions, and 
complexities that arise” (1990, p. 183). The essence of wisdom, Meacham 
contends, is in knowing that knowledge is fallible and in striking a bal-
ance between knowing and doubting.

Meacham’s sensitivity to the need for balance is seen in his caution 
against both of the extreme attitudes that one might have regarding what 
is knowable. Two people with the same knowledge might behave quite 
differently, depending on whether they considered what they knew to be 
a large or small portion of all that can be known. To be wise, Meachem 
argues, is to avoid both the extreme of being overly confi dent of one’s 
knowledgability to the point of close-mindedness and rigidity and that 
of being paralyzed by a sense of one’s fallibility. It is to know with nei-
ther excessive confi dence nor excessive cautiousness. Wisdom is basically 
an attitude, to be distinguished from specialized knowledge, abilities, or 
skills. 

Kitchener and Brenner (1990) distinguish several forms of epistemic 
cognition that, represent a progression of stages through which one might 
pass in the normal course of development. The perception of knowledge 
as relatively certain in the earlier stages gives way to the perception of 
knowledge as more provisional in the later ones. Individuals who have 
attained a late developmental stage would show a balance between 
knowing and recognizing the limits of their knowledge, and would avoid 
the extremes of over- and underconfi dence in their views. Acknowledge-
ment of the fallibility of one’s own judgments does not preclude seeing 
those judgments as justifi ed and more compelling and workable than 
alternatives. A similar emphasis on the importance of being aware of the 
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subjective nature of knowledge is given by Kramer (1990). Wisdom, in 
her view, involves the ability to think “dialectically,” which is to say the 
ability to recognize the often-contradictory and ever-changing nature 
of experience and to synthesize an integrated perspective through the 
resolution of confl ict. 

As the epigraph at the beginning of this section indicates, Dawes 
(1988) argues that understanding the uncertainty, or probabilistic 
nature, of much knowledge is an essential part of wisdom. I think this 
is a very important point. Failure to appreciate the probabilistic nature 
of much of what we know is the source of many reasoning diffi culties. 
Dawes goes on to make another thought-provoking point with respect to 
this aspect of knowledge, namely that, despite the fact that we often fi nd 
ourselves trying to reduce uncertainty in specifi c instances, life without 
uncertainty would be intolerable. The ability to predict the future with 
certainty would be a curse; it would make life boring at best and a horror 
at worst. People who wish for such ability are not wise. 

Fortunately, such a wish is unlikely to be granted in any very gen-
eral way; however, an increasing ability to predict in specifi c instances 
is a natural consequence of scientifi c and technological advance. Some-
times such increased ability creates diffi cult dilemmas, as, for example, 
when the daughter of a parent with Huntington’s chorea is faced with the 
decision as to whether to be tested for the presence of the gene that will 
ensure that she will develop the disease. Given that there is no known 
cure for the disease or effective measures to forestall its onset, many peo-
ple at risk for it prefer not to know whether it lies in their future (Bishop 
& Waldhols, 1990; Cattaneo, Rigamonti, & Zuccato, 2002). Other similar 
examples could be given, and their number is likely to increase steadily. 
Whether it is wise to want as much as possible of this type of knowledge 
is a debatable question. 

Wisdom as a perspective

A popular model of the wise person is that of an individual who is unper-
turbed by circumstances, serenely content even in the midst of confusion 
and chaos. Consoled by philosophy, such a person is, Boethius (circa AD 
523) assures us, prepared to face any eventuality with equanimity. The 
idea that an important aspect of wisdom is the ability to maintain a cer-
tain perspective more or less independently of one’s circumstances, to 
remain somewhat detached from circumstances is still current (Erikson, 
Erikson, & Kivnik, 1986; Kramer, 1990). That wisdom involves the abil-
ity to maintain a sense of humor when one is not having an easy time 
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of it is one version of this idea (Brent & Watson, 1980). Clayton (1976) 
includes peacefulness as one of the distinguishing characteristics of a 
wise person. Taranto (1989) sees acceptance of the limitations that stem 
from human fi niteness as a notion that is common to all conceptualiza-
tions of wisdom. 

Nagel (1986) emphasizes the importance of perspective in one’s 
understanding of the world and one’s own place in it. He considers it 
a major philosophical challenge to an individual to be able to view the 
world objectively—as a view from nowhere in particular—while at the 
same time seeing it subjectively, from the unique vantage point of one’s 
own personality, interests, and circumstances. From an objective view, 
one is an insignifi cant speck in the cosmos, a speck the existence or 
nonexistence of which is of no consequence; but from a subjective view, 
one’s self is of paramount importance. Reconciling these perspectives, 
each of which is individually compelling, is no mean feat. 

Arguably the role of perspective as a determinant of human behav-
ior and of individual well-being has been underappreciated by psy-
chologists. An old idea in philosophy is that one’s perspective on one’s 
state—how one views one’s state—is far more important that is the state 
itself as a determinant of one’s degree of satisfaction with life. Montaigne 
(circa 1580/1927) expressed the idea this way: “Ease and indigence there-
fore depend on the opinion of each man; and neither riches nor fame and 
health have any more beauty and pleasure than he attributes to them by 
which they are possessed. Every man is well or badly off as he thinks 
himself to be. The man is content who believes himself to be content, not 
he whom the world believes to be so. And that belief alone makes it real 
and true” (p. 62). 

The multidimensionality of wisdom

Although, as the foregoing shows, different writers have emphasized dif-
ferent abilities or traits as particularly indicative of wisdom, one sees 
considerable overlap among the aspects of wisdom mentioned. More-
over, most writers on the subject see wisdom as multidimensional; few, 
if any, equate it with a single characteristic. Some have stressed the mul-
tidimensional nature of the concept and have suggested how we might 
think of it in multidimensional terms. 

On the basis of people’s ratings of similarity between descriptors 
of wise individuals, Clayton and Birren (1980) identifi ed three major 
dimensions of the concept: affective, refl ective, and cognitive. Kramer 
(1990) stresses the interdependence of cognitive and affective aspects of 
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wisdom, as does Roodin, Rybash, and Hoyer (1984) and Labouvie-Vief, 
Hakim-Larson, Devoe, and Schoeberlein (1989). Birren and Fisher (1990) 
see wisdom as three-dimensional, involving a balance among cognition, 
affect and volition, which may develop over the course of a lifetime. 

A personal view

If asked to produce a set of characteristics and capabilities that are 
descriptive of a prototypical wise person, I would produce something 
like the following. Probably knows a lot, but is aware of the limitations of 
own knowledge. Is perceptive, can see beyond appearances. Can distin-
guish reasons from rationalizations. Has insightful knowledge of human 
beings, knows something of what motivates people, what makes them 
tick. Continually seeks, and fi nds, opportunities to learn, even from 
those who appear to have little to teach. Is able to see things from a 
variety of perspectives, including mutually contradictory ones. Is able to 
change the range of perspective, to take a broad inclusive view as well 
as to focus narrowly on details. Can anticipate probable consequences of 
actions, and takes them into account in making decisions. Is refl ective, 
not easily fooled. Exercises good judgment. Is critical but constructively 
so. Is open to change. Has a sense of priorities and proportion, and a sense 
of humor. Appreciates importance of logic and aesthetics, of cerebration 
and emotion. Balances idealism and realism. Is aware of own capabilities 
and limitations. Does not greatly overestimate (or greatly underestimate) 
own importance. Has taste, and a strong sense of right and wrong. 

Wisdom, to me, differs from knowledge and intelligence, which is 
to say, I fi nd it easy to imagine an individual who knows a lot and is very 
clever but who would not be considered wise. Wisdom is less distinctly 
different, in my view, from good judgment. Of the various aspects of 
rationality that we have considered, wisdom, I think, comes closest to 
being synonymous with that concept. 

Why Should We Want Wisdom?

Wisdom is typically portrayed in the literature as a desirable, if rare, qual-
ity. What is it that makes wisdom desirable? Does it give one a practical 
advantage in life? Are wise people happier, more powerful, more likely 
to realize their goals, than people who are less wise? Should wisdom be 
considered an end in itself? Something we should seek, whether or not it 

□
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has any practical signifi cance? Even if it turned out that wise people are 
generally no happier—or are less happy—than unwise people?

Wisdom as a practical need

King Solomon’s request for wisdom was motivated by practical concerns: 
he wanted to be able to rule his kingdom well. Current investigators of 
wisdom have stressed the practical need for a greater application of wis-
dom to the problems that face the modern world (Csikszentmihalyi & 
Rathunde, 1990; Kramer, 1990; Birren & Fisher, 1990). Kramer (1990), 
for example, puts it this way. “The wise person may be seen as a lay theo-
rist who maintains a certain set of assumptions about social reality and is 
able to effectively apply these to a variety of domains in order to resolve 
problems arising in his or her own experience, advise others in resolving 
their problems, shape social institutions, and seek meaning and continu-
ity in experience” (p. 280). One major function of wisdom, in her view, 
is to enable people to adapt effectively to the tasks of adult life—choos-
ing a career, adjusting to various stressors, coping with illness, and the 
like. Other practical functions with which wisdom has been associated 
include offering counsel to others and managing the affairs of society. 

The practical need for wisdom is seen by some to be especially great 
for dealing with problems that are not well-structured and in situations 
that are characterized by high degrees of uncertainty (Baltes & Smith, 
1990; Kitchener & Brenner, 1990). Birren and Fisher (1990) undoubt-
edly speak for many people in expressing the hope that research on 
wisdom will help to develop useful tools to assist world and national 
leaders to deal effectively with the increasingly complex problems facing 
humanity.

The emphasis on making an effort to see how various aspects 
of reality relate to each other, which Csikszentmihalyi and Rathunde 
(1990) identify as one of the distinguishing characteristics of wisdom as 
a cognitive process, is especially thought-provoking in view of the great 
importance attached to specialization in our own age. As these writ-
ers point out, specialization has enabled us to gain control over specifi c 
aspects of the world, but it does not help us know how that power should 
be used. 

A strong argument could be made that the need for wisdom is 
nowhere more pressing in the modern world than in the arena of decid-
ing how to apply the considerable capability of control that scientifi c and 
technological knowledge has produced. Paradoxically, by gaining an 
impressive degree of control over many aspects of nature without mak-
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ing comparable progress in learning how to control our own impulses 
to use that capability for destructive purposes, we have put ourselves 
in a very precarious position, and more than a little wisdom is likely to 
be required if we are to extract ourselves from it. Russell (1957) puts it 
this way: “Hitherto mankind has survived because however foolish their 
purposes might be they had not the knowledge required to achieve them. 
Now that this knowledge is being acquired, a greater degree of wisdom 
than heretofore as regards the ends of life is becoming imperative” (p. 
159). And Russell asks the obvious question: “where is such wisdom to 
be found in our distracted age?” (p. 159).

Some writers make a distinction between practical wisdom and 
philosophical wisdom (Dittmann-Kohli & Baltes, 1990). Practical wis-
dom helps one deal with day-to-day problems; philosophical wisdom, 
as the term suggests, relates to philosophical issues—questions of mean-
ing, value, purpose—with which people often struggle. This distinction 
should not be drawn too sharply, however, inasmuch as how we deal 
with day-to-day problems is unlikely to be independent of our values or 
of our beliefs about meaning and purpose. 

Wisdom as an intrinsic good

Wisdom was also seen by the ancients as a personal good in the sense 
that, independently of any other consequences of its attainment, it is its 
own reward. It is not only a means to other ends, but an end in itself. 
Although, one might see some of the arguments to this effect as more 
appropriately considered arguments for its importance as a means to other 
ends, inasmuch as they claim that its possession means joy, contentment, 
and fulfi llment. It was also seen to be necessary for the proper apprecia-
tion and enjoyment of other goods, such as health or prosperity. 

What would we think of the desirability of wisdom, as an end itself, 
one might ask, if we believed, or it could be shown, that its attainment 
meant not joy, contentment and fulfi llment, but sorrow, disillusionment 
and a sense of the futility of it all? If one believes that wisdom involves 
an unusual perceptiveness, and that the truth is basically unpleasant, 
one might expect wisdom to lead to despair. Would it then be considered 
desirable, as an end in itself? My sense is that people who hold that wis-
dom is desirable as an end in itself assume that knowing the truth about 
existence, or some humanly possible approximation thereto, would not 
be cause for despair. This is pure conjecture, but people who urge that 
wisdom be sought for its own sake seem to be assuming that being wise 
is almost tantamount to being content. 
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In any case, the conceptualization of wisdom as an intrinsically 
rewarding good is much less in evidence in current writing on the topic 
than in that of the ancients, which, as Csikszentmihalyi and Rathunde 
(1990) point out, raises the question of whether the ancients, or we (or 
possibly both), have it wrong. “Is the ancient choir of praise an example 
of the self-delusion to which we are so prone, a whistling in the dark, an 
effort to seduce prospective students by praising one’s craft? Or is there a 
genuine foundation for the claim that the pursuit of wisdom is so enjoy-
able?” (p. 37). 

Csikszentmihalyi and Rathunde’s answer to their question is that 
the idea that wisdom as a supreme joy in itself, and thus a personal good, 
is still defensible. They relate the idea to that of “intrinsically motivating” 
experiences, or what have sometimes been called “fl ow” experiences 
(Csikszentmihalyi, 1975), which they describe as being characterized 
by “egolessness, merged action and awareness, high concentration, clear 
feedback, control, and enjoyment of the activity for its own sake” (p. 40). 
The association of deep joy with certain contemplative states of mind is 
not completely foreign to modern literature. 

Sometimes the joy appears to be evoked by experiencing an insight, 
by seeing some familiar thing in a new way, by gaining a new perspec-
tive on a problem, by the feeling that one understands some elusive rela-
tionship for the fi rst time. Many scientists have described the intense 
joy they have experienced upon making a discovery. I do not believe 
that such feelings are experienced only by individuals who have made 
momentous discoveries; I suspect that many of us could testify to the 
exhilaration—almost physical pleasure—that can accompany an origi-
nal thought. 

Wisdom and Age

Wisdom has long been associated with advanced age. Plato’s assumption 
that the wisdom needed to make one fi t to rule took time to be acquired 
is refl ected in his restriction that only an elderly person could qualify to 
be a philosopher-king. The idea that wisdom is the special, if not unique, 
perview of elderly people persists; many psychologists see the acquisition 
of wisdom as a natural—not to say universal—aspect of adult develop-
ment (Clayton & Birren, 1980; Erikson, 1982; Holliday & Chandler, 1986; 
Kitchener & Brenner, 1990; Perlmutter & Hall, 1985; Smith, Dixon, & 
Baltes, 1989). The idea appears to be common also among people other 
than those who study aging (Heckhausen, Dixon, & Baltes, 1989), and 
among people of all ages (Perlmutter, Adams, Nyquist, & Kaplan, 1988, 
reported in Orwoll & Perlmutter, 1990). 

□
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According to one view, the correlation between age and wisdom 
is very strong. The acquisition of wisdom is seen as the natural conse-
quence of aging, wisdom being imputed to all people of advanced age. 
One becomes wise, according to this view, by virtue of living a long time 
and learning from many life experiences, especially, perhaps, painful 
ones. “Old” and “wise” are almost synonymous; one cannot get old with-
out getting wise, and one cannot be wise unless one is old.

An alternative view that still assumes a correlation between age and 
wisdom sees age as a necessary but not suffi cient condition for wisdom. 
Plato’s view appears to have been of this sort. Only an elderly person 
could have acquired enough wisdom to be fi t to rule others, but one does 
not necessarily become wise simply by managing to live a long time. 

Although the inclination to associate wisdom with advanced age 
appears to be relatively pervasive among laypersons and psychologists, 
it is not universal. Meacham (1990), who notes that empirical support 
for the idea that wisdom increases with age is lacking, takes the con-
trary view that wisdom not only does not increase with age, but tends 
to decline with it: “I suggest that although the potential for wisdom is 
present throughout the life course, unfortunately most people lose their 
wisdom as they grow older” (p. 181). One cannot lose what one does not 
have, so implicit in this view is the assumption that people do have some 
amount of wisdom at some stage(s) of life, which then diminishes as they 
age. Meacham makes this notion explicit: “Said starkly, my hypothesis is 
that all people are wise to begin with, as children, but that as we grow 
older most people lose their wisdom” (p. 198). 

As to how the idea that wisdom increases with age became so 
prevalent, if it is not true, Meacham suggests that its origin is the need 
that young people have for such a belief. Young adults, he argues, being 
impressed both with the complex and diffi cult responsibilities that adult-
hood has recently forced upon them and with their own inadequacies 
to deal as effectively as they would like with these responsibilities, fi nd 
comfort in the belief that age brings wisdom and that things will get eas-
ier in the future. The belief that older people, who tend to be in positions 
of power and authority, are no better able to cope with the complexities 
of life—are no wiser—than young adults would be grounds for despair; 
it is better for one’s peace of mind, in other words, to believe that older is 
wiser, whether or not it is true. 

This hypothesis seems to suggest that young people should be more 
inclined to associate wisdom with age than are old people, who, if there 
is no correlation, should know better from personal experience. In fact 
Perlmutter, Adams, Nyquist, and Kaplan, (1988, reported in Orwoll & 
Perlmutter, 1990) found that old people as well as young, tended to asso-
ciate wisdom with age—people older than 50 were more likely to be 
identifi ed as wise by subjects in all age groups than were people younger 
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than 50. Interestingly, however, in this study self ratings with respect to 
wisdom were not higher for the older people than for the younger ones, 
which suggests that older participants in this study, like younger ones, 
believed wisdom to increase with age, but they were no more likely to 
rate themselves as wise than were the younger ones. 

Meacham (1990) notes that most of the writing that is currently 
being done on aging is being done by young and middle-aged people, 
and asks the obvious question: if the popular perspective on wisdom and 
aging is correct, why should middle-aged researchers be expected to be 
able to recognize instances of wise behavior by older persons? Perhaps, 
he suggests, research on wisdom should be done only by people who are 
certifi ably old and wise. 

Meacham’s claim that wisdom does not increase with age needs to 
be qualifi ed slightly. He argues that wisdom, as an attitude that strives for 
a balance between knowing and realizing the fallibility of knowledge, is 
not a developmental dimension, but is accessible to people of all ages. On 
the other hand, he acknowledges the possibility that because the amount 
of information and the number of experiences and insights from which 
one can draw is likely to increase with age, older persons who are wise 
can reveal their wisdom in more profound ways than can younger per-
sons who are wise. Clearly, much remains to be learned about the rela-
tionship, if any, between age and wisdom; current understanding does 
not sharply distinguish between fact and lore.

Approaches to the Study of Wisdom

The foregoing discussion has drawn heavily from a book edited by 
Sternberg (1990a). In an early chapter of that book, Baltes and Smith 
(1990) note that despite the apparently growing interest in the concept 
of wisdom among psychologists, not many empirical studies of wisdom 
have yet been done. In the concluding chapter, Birren and Fisher (1990) 
comment on the contents of the book itself and note that “the authors 
appeared to be more discursive than empirically oriented. Those who 
described research of their own described ‘soft’ research in which no 
variable was manipulated” (p. 330). 

Birren and Fisher wonder whether this refl ects nothing more than 
the fact that researchers have only recently begun to focus on wisdom 
and may not yet have developed suffi ciently sophisticated approaches to 
study it effectively in the laboratory, or it indicates some deeper limita-
tions of what can be expected from laboratory work on this complex 
subject. Perhaps, they speculate, real progress toward understanding 

□
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wisdom will require the development of new concepts and approaches, 
including acknowledgment of the need for work outside the laboratory.

Much of the recent work on wisdom has involved the two approaches, 
as Chandler and Holliday (1990) describe them, of “rummaging through 
older writings on the subject of wisdom and developing systematic strat-
egies for querying ordinary people about what they understand wisdom 
to mean” (p. 124). A variant on querying people about what they under-
stand wisdom to mean is to ask people to identify others whom they con-
sider to be wise, and then to study the identifi ed people directly. Orwoll 
and Perlmutter (1990) call this the “exemplar approach,” and point out 
that it has been used also in the study of creativity and other multi-
dimensional attributes. Intensive studies of individuals generally con-
sidered to be wise, and cross-sectional developmental studies aimed at 
determining how attributes generally associated with wisdom relate to 
age are also possibilities noted by Orwoll and Perlmutter. 

Using a distinction made by Sternberg (1990b) between intrinsic 
theories (private theories constructed by people, including scientists, 
in the natural course of their lives) and explicit theories (theories con-
structed by scientists on the basis of empirical data and subject to objec-
tive test), we might say that a major objective of the recent work on 
wisdom has been to discover what some of the intrinsic theories of wis-
dom are and whether there is much commonality among them. Many 
of the questionnaire-based studies have used factor-analytic or multidi-
mensional-scaling techniques to identify the major factors or dimensions 
that make up the concept of wisdom as it is used in common discourse. 
The lack of consistency among the outcomes of such studies led Chandler 
and Holliday (1990) to the unhappy surmise that “it will likely prove 
always to be the case that there are exactly as many factorally distinct 
solutions to the structure of wisdom as there are investigative teams at 
work on the problem” (p. 131). 

In short, wisdom has been neglected as a topic of empirical research 
by psychologists until quite recently. The scientifi c literature on the topic 
is scant, and there are no well-developed theories of wisdom backed by 
a lot of evidentiary support. The work that is currently being done on 
the topic must be considered exploratory, for the most part, the primary 
objective being not so much the testing of theories but the development 
of methodologies that will prove to be effective in the study of this impor-
tant and neglected construct. 
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10
CHAPTER

   The Relativity  
   of Rationality

Not only is belief tied to context, so is rationality. To term something ratio-
nal is to make an evaluation: its reasons are good ones (of a certain sort), 
and it meets the standards (of a certain sort) that it should meet. These 
standards, we have said, may vary from area to area, context to context, 
time to time. (Nozick, 1993, p. 98) 

One can say very little about rationality without mentioning standards, 
values, human cognitive limitations, and a variety of other topics. Stan-
dards and values were discussed in preceding chapters. Here I want to 
consider how one’s conception of rationality is likely to be infl uenced 
both by what one believes about human capabilities and limitations and 
about “reality” and the possibility (or impossibility) of knowing it. 

Rationality and Finite Cognition

Conceptions of rationality as believing or behaving in accordance with 
one’s best self-interest, as taking account of all relevant information in 
making decisions, or as weighing all the evidence properly in arriving 
at conclusions, assume an ideal agent and do not take into account vari-
ous types of human limitations. Such conceptions preclude the possibil-
ity that human beings, given their limitations, can be rational. Writers 
have addressed this issue in various ways, some by making a distinction 
between ideal and practical rationality, and some by explicitly conceiv-
ing rationality in terms of what can be expected, given the capabilities 
and limitations of human beings. 

□
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Bounded rationality

Simon (1955, 1956, 1957, 1983) put forth the view that human deci-
sion making cannot satisfy economists’ conception of rationality because 
of human cognitive limitations. People have neither the knowledge nor 
the reasoning ability to behave as economists’ normative models say 
they should. They simplify decision situations in various ways to make 
them tractable. Simon’s theory of bounded rationality holds that people 
construct simplifi ed models of situations and then behave in a way that 
makes sense in terms of these models. 

According to this conception, people do not attempt, when faced 
with a decision problem, to develop a payoff matrix that exhausts all 
possible combinations of decision options and states of the world and to 
assign precise values to specifi c combinations. Instead, they judge any 
particular combination as either acceptable or not. People do not seek 
the best possible solutions to decision problems, but only acceptable ones. 
They do not try to maximize expected utility but to get desirable out-
comes and avoid disasters; they behave not as optimizers but as “sat-
isfi cers.” Also, problems are solved and decisions made as they present 
themselves, which typically is one at a time. For this reason, if for no 
other, the solutions and choices are unlikely to be optimal with respect to 
any global perspective, but they suffi ce to satisfy the individual’s imme-
diate needs for safety, shelter, food, pleasure and other basics.

Toulmin (1958) also has defended the idea that optimization, in 
the sense of measuring up perfectly to some analytic standard, is gener-
ally not a realistic goal in deciding what to believe. “[T]he proper course 
for epistemology is neither to embrace nor to armour oneself against 
skepticism, but to moderate one’s ambitions—demanding of arguments 
and claims to knowledge in any fi eld not that they shall measure up 
against analytic standards but, more realistically, that they shall achieve 
whatever sort of cogency or well-foundedness can relevantly be asked 
for in that fi eld” (p. 248). Similar views have been expressed by Shackle 
(1958/1967), Schrenk (1969), and March (1978). 

The idea of bounded rationality has been criticized for being vague: 
“there are so many ways in which rationality can be bounded that we 
can never be sure we have the right one” (Watts, 2003, p. 66). One might 
also argue that we should not be too quick to dismiss optimization as an 
objective of human reasoning, because it could be the case that people 
would be seen to optimize if only we could measure all the costs and 
values of all the variables, including time and effort, that affect behavior. 
If time is valuable, for example, it may be that what one gains by saving 
some of what would be needed to analyze a situation carefully is some-
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times worth more than the information the analysis would produce. 
Because we cannot hope to measure all the variables involved, however, 
claiming that if we could, we would fi nd that people do optimize is a bit 
of arm waving and does not contribute much to our understanding of 
human reasoning.

An important consequence of behaving as a satisfi cer is a greatly 
reduced cognitive burden on the individual; satisfi cing requires less in 
the way of information seeking and processing than does optimizing. 
The cost of this advantage is the likelihood of settling for an outcome that 
is less desirable than one that could have been obtained. Perhaps for the 
satisfi cer’s own peace of mind, it is best to stop analyzing a situation once 
a decision has been taken—at least if the decision is irrevocable—because 
to continue analysis runs the risk of identifying other choices one will 
wish one had made and to experience unnecessary regret. 

Among the characteristics one must have in order to be rational in 
this bounded sense are some way of focusing attention, a mechanism 
for generating alternatives, the capability to acquire facts about one’s 
environment and to draw inferences from those facts. Such a conception 
of rationality recognizes computational and other types of limitations 
of the individual that preclude optimization as a practical objective, but 
that are not inconsistent with the more modest goals of surviving, of 
“getting along,” or of doing acceptably well. 

Harman (1985) argues that, as a matter of fact, in many choice situ-
ations very little analysis of alternatives takes place. One has a goal, one 
recognizes a means of accomplishing that goal, and that is the end of it. 
“In a simple case, one does not consider whether there might be some 
other means to E or some other end distinct from E that one might now 
obtain, and one disregards any other consequences of one’s act. One sim-
ply forms the intention of getting E by doing M . . . The basic idea, then, 
is to try to keep things simple. One tries to limit oneself to considering a 
simple way of obtaining a simple end” (p. 106). 

Toda (1980) distinguishes between decompositional (or analytical) 
and compositional rationality. In the former case, a decision situation is 
analyzed into its component elements (states and transitions) so their 
numerical characteristics (utilities and subjective probabilities) can be 
evaluated independently and the results of these evaluations can be com-
bined to dictate a choice. The notion of compositional rationality stems 
from the recognition that analysis beyond some point often is not war-
ranted by the fi neness of the information available and therefore should 
not be attempted. Even though one might be able to conceive of a fi ner-
grained analysis, nothing would be gained from trying to do it. it. 

The general idea is that people are sensitive to the cost—in terms 
of time, energy, or money—of acquiring information and that they may 
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limit what they are willing to expend in particular situations. It is pos-
sible too that people often are content with a level of judgmental confi -
dence that is considerably below certainty, and are not highly motivated 
to acquire information that would be necessary to raise their confi dence 
above that point (Chaiken, Liberman, & Eagly, 1989; Maheswaran & 
Chaiken, 1991).

Good (1983) makes allowances for human limitations in his dis-
tinction between Type I, or classical, rationality, which demands com-
plete consistency with the usual axiom’s of utility and probability, and 
Type II rationality, which takes into account the cost of theorizing and 
requires only that no contradiction has yet been found. Type II ratio-
nality recognizes the necessity in practical situations of deciding when 
to stop thinking. One cannot mull over a problem indefi nitely; at some 
point one must act, and perhaps at the cost of sacrifi cing logical consis-
tency. In Good’s view, the fundamental principle of rationality is the 
recommendation to maximize expected utility in both cases; however, 
whereas Type I rationality implies complete logical consistency with the 
axioms of rationality, Type II is more lenient. According to the latter, 
“you should not normally and knowingly allow any blatant contradic-
tion in your judgments and discernments when the axioms of rational-
ity are taken into account; but an exception is reasonable if a decision 
is extremely urgent” (p. 185). Good subscribes generally to Bayesian 
approaches to decision making, but fi nds nonBayesian methods to be 
acceptable under some conditions. 

Closely associated with the idea that the acquisition of information 
can be costly is the assumption that the process of acquiring information 
on any given issue is likely to yield diminishing returns over time. One 
of the requirements of rationality, in Baron’s (1988) view is adequate 
search. Irrational behavior is seen as often the consequence of prema-
turely terminating the search of memory—say for reasons for and against 
drawing a particular conclusion, adopting a particular course of action, 
or holding a particular belief. But, Baron notes, thorough search is a vir-
tue that should be practiced in moderation. Search should be thorough 
in proportion to the importance of the question in hand, and should not 
be continued beyond the point at which the gain to be expected from 
continuing it becomes less than the cost of doing so. 

The curtailment of the search for information as soon as the cost 
of further search would outweigh the value of the information sought is 
a generally recognized principle in theories of rationality in economics 
(Sargent, 1993; Stigler, 1961). But because the process of determining the 
cost of search and the value of information can itself be costly and time-
consuming, application of the principle may sometimes be impractical. It 
seems unlikely that many people literally compute, or estimate, the cost 
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of search or the value of information, but one can act even on imprecise 
feelings of the cost getting too high or the value of information sought 
too low. 

Nozick (1993) also emphasizes the role of search in somewhat dif-
ferent terms in pointing out that rationality of belief or behavior is not 
just a matter of mechanical weighing of given reasons or action alterna-
tives, but also one of thinking up new and different possibilities that can 
be weighed. Nozick likens focusing only on given alternatives to a sort of 
cognitive myopia and argues that assessing the credibility of hypotheses 
is not really separable from the thinking up of new hypotheses, because 
in order to assess the credibility of a given hypothesis, one must compare 
it to the best incompatible alternative. But again the search for alterna-
tives does not warrant unlimited effort.

Gigerenzer and his colleagues have put forth the idea of ecological 
rationality—which they defi ne as rationality that fi ts with reality, ratio-
nality that is adapted to the environment (Gigerenzer, 2006a; Gigerenzer 
& Todd, 1999). The basis of this rationality is reasoning and decision 
making that make use of “fast and frugal” heuristics (Gigerenzer, 2004b; 
Gigerenzer & Goldstein, 1996)—principles that permit one to deal with 
the contingencies of life with limited time, knowledge and computa-
tional capability. Matching the heuristic to the situation or environment 
is important, because what works well under one set of conditions may 
work poorly, or not at all, under another. Gigerenzer and Todd distin-
guish their concept of ecological rationality from the idea of optimiza-
tion under constraints, which is treated by many as synonymous with 
bounded rationality. They argue that ecological rationality is truer to 
actual human limitations than is the idea of optimization under con-
straints, which, having acknowledged those limitations sometimes 
appears to assume they do not exist: “The paradoxical approach of opti-
mization under constraints is to model ‘limited’ search by assuming that 
the mind has essentially unlimited time and knowledge with which to 
evaluate the costs and benefi ts of further information search” (p. 11). 

Minimal rationality

An extensive treatment of the question of what it means to be ratio-
nal, given the cognitive capabilities and limitations of human beings, is 
offered by Cherniak (1986). The rationality that is required of any agent 
with fi nite cognitive resources, Cherniak suggests, is a minimal ratio-
nality. Minimal rationality is distinguished from total lack of rationality 
(i.e., randomness) on the one hand and ideal rationality on the other. 
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Cherniak takes the position that only minimal rationality and at least 
minimal rationality are required for an adequate theory of cognition. 
The conception of rationality that has been pervasively assumed in phi-
losophy is too idealized, in his view, to be applicable to human beings. 

In contrast to theories of belief that demand ideal rationality (e.g., 
most economic decision theories), the one proposed by Cherniak and 
mentioned briefl y in chapter 2, takes as its point of departure the minimal 
general rationality condition, whereby one would undertake some, but not 
necessarily all, of those actions that are apparently appropriate to one’s 
set of beliefs and desires, and would not attempt many of the actions that 
are inappropriate to it. To be minimally rational, in other words, is to be 
more inclined to do what is right, relative to one’s beliefs and desires, 
than what is wrong. 

This minimal-condition view is arrived at by a process of elimina-
tion. Cherniak recognizes three possibilities, two of which—null ratio-
nality (which permits a belief set to include any and all inconsistencies) 
and ideal rationality—are ruled out on the grounds that the former 
would yield no predictions about behavior (and we know that behavior is 
to some degree predictable) and the latter cannot be satisfi ed by any crea-
ture in the “fi nitary predicament” of having limited cognitive resources 
and limited time. Not only is it impossible for fi nite agents to realize ideal 
requirements, we do not use them when attributing beliefs to people in 
actual circumstances; we distinguish good enough from perfect. It would 
be irrational for a nonsuicidal creature in the fi nitary predicament to try 
to satisfy ideal conditions. It would be wasting time and resources that 
could be put to more productive use. Cherniak contrasts his approach 
of beginning with a realistic model of minimal rationality, “where the 
agent’s ability to choose actions falls between randomness and perfec-
tion,” with what he refers to as the conventional strategy of the cognitive 
sciences, which is “fi rst to adopt an extreme idealization of the rational-
ity required of an agent and then, perhaps, if they are noticed, to explain 
away departures of real human behavior from the ideal model” (p. 76).

The heuristic shortcuts that people use in reasoning, or something 
like them, are required, Cherniak suggests, to avoid computational 
intractability. Complexity theory shows that algorithmic approaches to 
even some quite simple deductive tasks are impossible in practice because 
they would require unavailable resources and time, and the results of 
recent psychological experimentation demonstrate the role of subop-
timal heuristic strategies as opposed to formally correct procedures in 
everyday intuitive reasoning. Both of these areas of research support the 
idea, in this view, that the use of suboptimal heuristics may not be evi-
dence of irrationality but of successful attempts to deal with the fi nitary 
predicament—to avoid computational paralysis and still do better than 
guessing. 
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Any conception of rationality that is intended to serve as a goal 
toward which it is reasonable for human beings to strive must take 
human capabilities and limitations into account. The ideas put forth by 
Simon, Harman, Good, Gigerenzer, Cherniak, and others stress not only 
the limits of human rationality but argue the adequacy of a limited ratio-
nality. The argument is that behavior that is optimal in terms of some 
normative standard is seldom, if ever, required for accomplishing realis-
tic goals. Even when engaged in a competitive struggle, it usually is not 
necessary to do the best that is possible in order to win; one need only 
outdo one’s opponent. Moreover, the cost of optimizing can be exces-
sively high and the differential gain for doing so relatively small. If, for 
example, when I wish to buy a new car, I am determined to get the great-
est possible value for my money, I have to be prepared to do a consider-
able amount of research, not to mention worrying about how to derive 
a single measure of “value” from a large number of incommensurate 
features. I fi nd it more reasonable to take the attitude that there are prob-
ably many cars that are more than adequate for my needs and having 
identifi ed one with which I am happy, not to worry much about whether 
the choice was optimal in any rigorous sense. 

Rationality and Reality

Realism is simply Romanticism that has lost its reason. (Chesterton, 1910, 
p. 13) 

What does rationality have to do with truth? Does rationality guarantee 
that one’s view of the world corresponds with reality? Or if it does not 
guarantee that, does it at least increase the chances of such a correspon-
dence? This idea seems to be implicit in Blackburn’s (1981) suggestion 
that “a feature of our cognitive lives is irrational if it increases the likeli-
hood at arriving at false judgment” (p. 331). This sounds right. 

Johnson-Laird and Byrne (1993) see truth seeking and truth pres-
ervation as defi nitive characteristics of rationality. “The sense of ratio-
nality that is central to life is what enables individuals to cope with its 
everyday exigencies. They have certain beliefs and certain desires and 
needs: to attain those goals, they must infer from their beliefs what they 
have to do to attain them and then carry out those actions. Their beliefs 
need to be true more often than not, and so do the conclusions that they 
infer from them. We therefore assume that the two central precepts of 
rationality are: (1) to believe what is true (the precept of rational belief); 
and (2) to infer what is true (the precept of rational thinking)” (p. 178). 
But how do we know whether what we believe is true?

□
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Perception and reality

We invent philosophies and scientifi c concepts as substitutes for the reality 
we cannot fully grasp. (Dubos, 1970, p. 100) 

Philosophers have long been fond of pointing out that we have no way 
of discovering the nature of reality. Any information we have about the 
objective world, we have obtained through our senses. All we can know 
is what our senses tell us. Whether indeed there is an objective reality, 
independent of our perception of it, is a matter of conjecture. Redhead 
(1989) characterizes our situation as being imprisoned by our senses, 
which constitute an impenetrable wall between us and the external 
world. We can only know what the external world appears to be and 
we have no way of telling the extent to which the reality resembles the 
appearance.

Scientists, as a group, have been somewhat less inclined than phi-
losophers to worry about what might be the nature of the reality that 
underlies our perceptual experience—or at least about the question of 
whether there is anything there—but some of them too have puzzled 
over this. And the number who do wonder about it has undoubtedly 
increased since quantum mechanics appeared on the scene. 

Both philosophers and scientists have emphasized the importance 
of perception as the starting point of speculation and theorizing about 
the nature of reality, but they also have noted the limitations of our 
senses as direct detectors of reality and have cautioned that if we are not 
mindful of those limitations we can be seriously misled. Russell (1948) 
claims the primacy of perception this way: “In considering the reasons 
for believing in any empirical statement, we cannot escape from percep-
tion with all its personal limitations. How far the information which we 
obtain from this tainted source can be purifi ed in the fi lter of scientifi c 
method, and emerge resplendently godlike in its impartiality, is a diffi -
cult question . . . But there is one thing that is obvious . . . Only insofar 
as the initial perceptual datum is trustworthy can there be any reason 
for accepting the vast cosmic edifi ce of inference which is based upon it” 
(p. 8). Russell contends that, because of the fundamental importance of 
observation to science, psychology is an essential ingredient in every part 
of empirical science. 

But what we perceive—how we interpret what we sense—is cul-
turally dependent to a signifi cant degree. And who is to say what cul-
tural context, if any, can assure that we do it right? Von Bertalanffy 
(1967) is severely critical of the assumption that the culture to which 
one belongs must surely have it right. “It is parochial and arrogant to 
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consider the world ‘As we see it’—that is, the common-sense world of the 
‘practical’ man of modern centuries—as singular point and facsimile of 
the ‘real’ world; while relegating others no less intuitively convincing to 
other humans—such as the mythical, the Aristotelian, the artistic, the 
intuitive knowledge of the mystic—to the limbo of delusion and fancy. 
Rather we should recognize, in line with psychological research, linguis-
tics, critical philosophy, modern physics, etc., that each world view is a 
certain perspective of an unknown reality, seen through the spectacles of 
generally human, cultural and linguistic categories” (p. 95). 

What about reality as seen through the lens of scientifi c theory? 
Can we not have some confi dence that this is an accurate view of what 
really is? Incomplete and approximate, to be sure, but accurate within 
the limits of the resolving power of the instruments at hand? It has been 
the case for a long time that the conception of the physical world that we 
get from science is very different from that that we construct from our 
direct observations, unaided by instruments. According to physics, one 
of the ways in which our senses deceive us is with respect to the solidity 
or density of things. As we view the world, it is fi lled with objects many 
of which are solid and stable. But what is a solid stable object? Objects are 
made of atoms and atoms are composed of ephemeral electrons swirling, 
in some mysterious probabilistic sense, about a nucleus of protons and 
neutrons. Almost all of the atom’s mass is concentrated in its nucleus, the 
diameter of which is only about 10-5 the diameter of the atom as a whole. 
Thus all but about 10-15 of the volume occupied by the atom can be con-
sidered essentially empty space. And the “solidity” of even the nucleus is 
a matter of some debate.

While the picture of reality presented by classical physics is quite 
different from that supported by our direct perception, the difference is 
primarily one of degree—what appears to us to be solid is “in reality” 
largely empty space, but a comprehensible basis for the perceived solidity 
is there in those dense little atomic nuclei that are scattered throughout 
it. With the arrival of quantum mechanics, however, and especially its 
emphasis on the observer as a determinant not only of what is perceived 
but of what is there to be perceived, the difference becomes one of kind. 
At the heart of this theory lies, in Davies’s (1983) words, “the bald ques-
tion: is an atom a thing, or just an abstract construct of imagination use-
ful for explaining a wide range of observations” (p. 102). 

Davies (1979) closes a delightful essay on quantum mechanics 
entitled “Reality exists outside us?” with the following comment: “To 
conclude this somewhat sketchy account of what is, after all, the most 
successful scientifi c theory ever known, it would appear that the con-
cept of an independent reality ‘out there’ has been discredited. We see 
in its place a shifting world of uncertainty in which apparent realities 
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can come and go in seemingly random fashion, and in which even the 
observer himself has dissolved into something evanescent and insub-
stantial. The central conclusion is that if reality has any meaning at all, it 
is only in the context of the observer and the observation itself. There is a 
kind of continuous creation—a new world every moment—brought into 
being by our own conscious awareness. Or so it seems. In a world full of 
uncertainty, who can be sure?” (p. 158). 

Probably most scientists assume the existence of a material universe 
and espouse the idea that the proper business of science is to attempt to 
understand it, insofar as it is possible to do so. At the same time, it is 
generally recognized that, quantum mechanics aside, there is a sense in 
which the universe, as we conceive it, is a creation of the human mind. 
Einstein (1961) referred to such fundamental concepts as space, time, 
and event as “free creations of the human intelligence, tools of thought 
which are to serve the purpose of bringing experiences into relation with 
each other, so that in this way they can be better surveyed” (p. 141). 

Perhaps there is room here for more than one perspective. Morris 
(1987) has argued this position, pointing out that the concepts of physics 
can be regarded either as discoveries or inventions. “One can take the 
point of view that such objects as quarks, neutrinos, and quantum fi elds 
have a real existence. Alternatively, one can believe that they are only 
constructs that we have invented to help us make some sense out of the 
phenomena that are directly observed” (p. 196). 

In light of all this, is our everyday belief in the reality and solidity of 
the world a rational one? One might answer yes on the grounds that, for 
most purposes of everyday life, the belief serves us very well. One might 
also argue that the belief in the solidity of matter is rational because, in 
fact, phenomenologically (much) matter is solid, and for most purposes 
the phenomenological aspects of the world are the appropriate ones on 
which to build models that will guide behavior. Certainly for most pur-
poses behaving as though matter were solid is more likely to keep one out 
of diffi culty than is behaving as though it were ephemeral. Even physi-
cists who conceive of matter as fi elds of force are likely to behave in their 
daily lives as though their belief in the solidity of things was as strong as 
that of most of the rest of us. 

One can also take the position that simultaneously believing in the 
solidity and the ephemerality of matter does not necessarily require hold-
ing inconsistent ideas. I see no inconsistency in believing that matter is 
solid in the everyday sense of solidity, which means, among other things, 
that if I kick a large stone hard I am likely to hurt my foot, and in believ-
ing, at the same time, that at a subatomic level matter is as ephemeral as 
the physicists are telling us it is. Solidity, in other words, is a property of 
matter viewed at a level of organization to which our senses are attuned 
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and one that is particularly relevant to our daily lives. One could perhaps 
think in terms of complex organizations of fi elds of force and recognize 
that when the organization that constitutes my foot interacts in a certain 
way with the organization that constitutes a particular stone, I will have 
a sensation like the one I imagine I would have if my foot and the stone 
were both “solid” in the usual sense, but that seems like an impractically 
complicated way of thinking for everyday purposes. 

How arbitrary is our current conception of reality?

Presumably most of us assume, at least tacitly, that the conceptualization 
of reality that we have today is the conceptualization that is appropriate 
to our current level of sophistication (or lack thereof) in studying nature. 
That is to say, we believe the prevailing scientifi c view to be the only ten-
able one, given knowledge accumulated over the ages and our existing 
investigatory tools. 

But how do we know that our current conceptualization of reality 
is not one of many equally good possibilities? If it were, we should not 
be surprised to be unable to imagine what some of the other possibilities 
are, because our conceptualization is so much a part of us that we can-
not really stand back and look at it objectively. The act of introspecting 
on it makes use of the very same conceptual apparatus that is the focus 
of attention. One can imagine, however, that at any of a number of criti-
cal points in the history of human thought, its development might have 
taken a turn different from the one it did, from whence it could have 
led to an entirely different set of concepts and representational schemes, 
which might be as good as or better than those we have today. 

The point may be illustrated by reference to the various representa-
tional systems we use for purposes of communication, e.g. number sym-
bols, music notation, chemistry equations and bonding diagrams, and 
so on. The characteristics of any given system must be constrained both 
by the properties—as we understand them—of whatever the system is 
intended to represent and by our own perceptual and cognitive capabili-
ties and limitations. Within these constraints, however, there is a great 
deal of latitude as to the details of the system’s design. The many schemes 
that have been developed in various parts of the world for representing 
numbers testify to this fact (Flegg, 1983; Ifrah, 1985; Menninger, 1969). 
When a system becomes very widely adopted, as has the Hindu-Arabic 
number system that is now used almost universally, we come to take it 
for granted and to forget the arbitrariness of some of its aspects. And, 
of course, by virtue of its widespread use, the arbitrary features are, for 
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practical purposes, no longer arbitrary; the system has become a de facto 
standard and resistive to further signifi cant change. 

Just so, our current conceptualizations of reality are undoubtedly 
constrained by the trajectory of preceding thought. And there is no way 
to shed those constraints. We can think only what is thinkable, and what 
is thinkable—by us—depends to a large degree on the concepts and 
frames of reference we have inherited from our predecessors. Sometimes 
exceptionally creative people manage to provide new perspectives from 
which to view certain aspects of nature, but even the most revolution-
ary of the new ideas rest solidly on other established concepts. The most 
radical departures from existing views are radically different in the sense 
in which dogs are different from cats, but not in that in which dogs are 
different from clams. 

Rationality and Cultural Context

Our choice of what should count as rational depends upon our conceptual 
frameworks and criteria for making judgments, whether we are taken as 
individuals or societies, and therefore any conception of the rational per-
son can only collapse into at least partly personal or social preference. 
(Messer, 1997, p. 121)

Does rationality mean the same thing in all cultures, or do the standards 
of rationality vary from time to time and from place to place? Are the 
differences in the cognitive and ethical demands that different cultures 
make of their members surface differences only? Do these differences 
mask underlying principles that are common to all times and places, or 
do they represent deep and irreconcilable incompatibilities in what ratio-
nality is understood to be?

In one or another form, the question of whether the criteria for 
rationality are universal or only local has puzzled people who think 
about such things for a long time, and is very likely to continue to do so. 
Not surprisingly, each of the possible answers has many defendants. On 
one point, however, we might expect fairly general agreement: cultures 
differ considerably in their surface manifestations of rationality—spe-
cifi c beliefs and behaviors that are seen as rational in one historical or 
social context are considered irrational in another. If there are universal 
criteria of rationality, they must be in the form of principles that are suf-
fi ciently general to be applicable independently of the knowledge and 
customs that characterize a place and time. 

□
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Johnson-Laird and Byrne (1991) express the view that the seman-
tic principle of validity, according to which an argument is valid only if 
there is no way in which its premises could be true and its conclusion 
false, is a central core of rationality that appears to be common to all 
human societies. Fundamental to Johnson-Laird and Byrne’s conception 
of culture-free rationality is the idea that the way to test the truth of an 
assertion, such as the conclusion of an argument, is to search for coun-
terexamples to its claim. 

Stich (1990), who challenges the assumption that truth is an impor-
tant goal of cognitive processes, does so partly on the grounds that truth 
is itself a culturally fashioned notion and has no universally recognized 
criteria of attainment. He rejects the idea that there exists any univer-
sally accepted notion of rationality. MacIntyre (1988) also argues that 
different traditions have their own accounts of rational justifi cation, but 
he contends that this does not mean that one tradition cannot defeat or 
be defeated by another. Traditions are vindicated or fail to be vindicated 
by the adequacy or inadequacy of their responses to epistemological cri-
ses. “The rival claims to truth of contending traditions of inquiry depend 
for their vindication upon the adequacy and the explanatory power of 
the histories which the resources of each of those traditions in confl ict 
enable their adherents to write” (p. 403). 

There is, it appears, a range of opinions regarding the extent to 
which notions of rationality—or of what constitutes good reasoning—
differ from culture to culture and regarding the prospects of arriving 
at culture-free standards against which the quality of reasoning can be 
judged. Even for one who believes that culture-free standards are pos-
sible, there can be a dilemma associated with the question of how such 
standards should be applied; only the most extreme chauvinist would 
defend applying what he or she considered to be the universal standards 
to cultures that did not recognize them, without some sensitivity to the 
opposing view(s). Gell-Mann (1994) describes the dilemma this way: 
“Somehow the human race has to fi nd ways to respect and make use of 
the great variety of cultural traditions and still resist the threats of dis-
unity, oppression, and obscurantism that some of those traditions pres-
ent from time to time” (p. 343). A challenge indeed. 

New and established ideas

Today we know that the earth rotates on its axis, making a complete 
revolution every 24 hours. We know also that the earth revolves about 
the sun once about every 365 days. We have so many evidences of these 
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facts that it is hard to see how anyone could doubt that they are true 
(although, apparently there are people who do so, despite the fact that 
they are aware of the prevailing view). It is not surprising, however, that 
at one time most people believed that the sun revolved around a fi xed 
earth. We are not immediately conscious of the rotation of the earth; we 
cannot feel it or otherwise perceive it directly. The sun certainly appears 
to rise every morning in the east and to set every evening in the west, 
and, in the absence of compelling evidence to the contrary, it seems rea-
sonable to believe that things are as they appear to be.

Over the centuries careful observers noticed facts that made them 
wonder about whether the sun really did revolve about the earth. They 
noticed, for example, that the positions of the stars also changed during 
the course of a single night. They noticed too that the apparent shape of 
the moon changed regularly approximately every 28 days, going from a 
crescent facing in one direction, through a full disk, to a crescent facing 
in the other direction, and that it did this with great regularity. People 
who lived far away from the equator noticed also that the exact location 
of the rising and setting of the sun changed noticeably with the seasons, 
as did the length of days. In the Northern Hemisphere, for example, the 
sun rose and set farther north, and remained in the sky longer, during 
the summer than during the winter. The locations of certain stars and 
constellations were seen also to change with the seasons. 

All of these observations could be accounted for without chang-
ing the assumption that the sun revolved about the earth. However, as 
more and more facts were noted about the behavior of the sun, moon 
and stars, explanations of that behavior that started with the assumption 
that everything revolved about the earth became more and more com-
plex. Some thinkers realized that the observations could be accounted 
for more simply if it were assumed that the earth rotated on its axis while 
it, and the moon, which revolved about it, together revolved about the 
sun. Eventually, theories based on these assumptions replaced those that 
had everything revolving about the earth. It took a long time for the new 
type of theory to be accepted generally, however, and many people were 
unwilling to accept it even after the evidence in its favor had become 
very strong. 

It is easy for us to be critical of people who were reluctant to accept 
the new type of theory, but we have the advantage of much more com-
pelling evidence in its favor than they had. Because of the information 
that has been gathered with high-powered telescopes, and more recently 
as a result of space exploration, our current theory of how the sun, plan-
ets and moons in the solar system move relative to each other is as cer-
tain as one can hope for a theory to be. Doubt of this view today in the 
face of the overwhelming evidence for it is justifi ably considered irra-
tional; but we are hardly justifi ed in considering people to be irrational 
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who doubted it when it was fi rst proposed, or those who failed to see this 
possibility before then. 

It is diffi cult for us to put ourselves in the position of people who 
found ideas with which we are very comfortable to be highly counter-
intuitive and almost impossible to accept. We tend not to think very 
critically about ideas that are part of our intellectual heritage and conse-
quently tend not even to be aware of the diffi culties that some of these 
ideas caused when they were new. We do not worry, as did thinkers in 
Galileo’s day, for example, about how it is possible for the earth to move 
through its orbit around the sun at such great speed without losing its 
moon. We know that the earth revolves about the sun and that it does 
not leave its moon behind as it does so, and even if we do not understand 
the scientifi c explanation as to how this can be the case we are unlikely 
to worry about it, or even to think about it at all, for that matter. In 
Galileo’s day, the idea that the earth revolved about the sun was not yet 
universally accepted, even by people who think hard about such things, 
and the lack of an explanation of the moon question was used as an 
argument against the possibility. 

I said that doubt today that the earth revolves about the sun is jus-
tifi ably considered irrational. However, I do not mean to suggest that 
belief that the earth revolves about the sun should necessarily be con-
sidered a rational belief. My own sense of what it means for a belief to 
be rational involves more than that the belief refl ect the prevailing view. 
The 17th-century thinker who doubted that the earth circled the sun 
on the grounds that it would have left its moon behind if it did so held 
a more rational belief, in my view, than does a modern-day individual 
who believes that the earth revolves about the sun, but does so for no 
better reason than the fact that that is what everyone else appears to 
believe. In short, whether a belief is or is not rational depends not on the 
substance of the belief, but on the basis on which it was formed. If it was 
the result of a careful weighing of whatever relevant evidence was avail-
able, it should be considered rational; otherwise not. What differs from 
culture to culture and time to time is the evidence that is available for 
one to draw upon in forming beliefs. People cannot be held accountable 
for not considering evidence that was not produced until after they were 
dead, or to which they had no access. 

Magic and science

In Western Europe during the Middle Ages magic and science were 
widely accepted among the intelligentsia as complementary endeavors 
and consistent aspects of a unifi ed world view. The reality of both natural 
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and preternatural or supernatural events was widely accepted not only 
among the general populace, but among many of the most learned and 
progressive thinkers as well. Astrology was considered an applied sci-
ence rather than an occult art. Belief that human affairs are infl uenced 
by the planets was widespread at the beginning of the Renaissance and 
common even among the giants of science. Both Kepler and Galileo cast 
horoscopes for their patrons. Kepler probably did not believe in astrology, 
but practiced it from time-to-time as a matter of the mundane necessity 
of putting food on his table. Roger Bacon devoted much of his time to a 
search for the “philosophers stone,” which alchemists believed capable of 
transmuting common metals into gold. One of the consequences of this 
search was his discovery of gunpowder. Alfred Russell Wallace was a 
believer in phrenology. Thomas Edison attempted, just before his death, 
to build a piece of apparatus for communicating with the dead (Gardner, 
1957). 

When we think of beliefs that would be considered rational at one 
time and not at another, we tend to focus on beliefs that were widely held 
in the past that would be seen as irrational if held today. It is possible 
also, however, to identify beliefs that are held by knowledgeable people 
today that probably would have been seen as irrational if advanced by 
anyone in previous centuries. These include the beliefs that space may 
have more than three dimensions, that disease can be caused by organ-
isms too tiny to see, that messages can be transmitted very long distances 
through the air; one could generate a long list.

We have no choice but to recognize the cultural dependency of 
what constitutes a rational belief. To fail to do so would leave us at a 
loss to distinguish between what is rational and what is not. Were we 
to insist on consistency with the views of “fi nal” science as a criterion 
for rationality, we would have to acknowledge that our own prevailing 
beliefs are at best indeterminate with respect to rationality, because we 
have no way of knowing what the views of “fi nal” science will be. In fact, 
we have little reason to expect there ever to be a fi nal scientifi c view. It 
seems far more likely that scientifi c theories and explanations will con-
tinue to change indefi nitely, or at least as long as scientists exist.

It seems also a very good possibility that many of our current views 
will appear irrational to future generations, judged by the standards of 
their own times. Even from our frame of reference, scientifi c theories 
may often be viewed as strange beliefs that (so far) have stood up to test. 
Some of the ideas in modern physics are suffi ciently esoteric to western 
minds (at least to those of non-physicists) that writers have been able to 
promote the thesis that there is a deep correspondence between these 
ideas and those found in Eastern mysticism (Capra, 1975; Zukav, 1979), 
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although many scientists take exception to some of the parallels that 
have been drawn.

It has been argued too that the scientifi c perspective, with its 
emphasis on experimentation, quantifi cation, prediction and control, 
is itself a cultural phenomenon, and one that could not have become 
pervasive much sooner than it did in the history of the world. Berman 
(1984) takes this position, and sees science as a system of thought spe-
cifi c to a certain period of time rather than as independent of time and 
culture. Science could not have been established in a medieval social and 
economic order, according to this view, but was compatible with a world 
defi ned by capital accumulation. 

It is not only scientifi c views, or beliefs about nature, that bear the 
stamp of the cultures that gave rise to them. The same cultural depen-
dency is seen in beliefs about what constitutes acceptable behavior, 
and about right and wrong or good and evil more generally. Mackay 
(1852/1952) illustrates the point with his observation that at one time, 
poisoning an enemy was considered a venial offense in many parts of 
Europe. “Persons who would have revolted at the idea of stabbing a man 
to the heart, drugged his potage without scruple. Ladies of gentle birth 
and manners caught the contagion of murder, until poisoning, under 
their auspices, became quite fashionable” (p. xix). Making essentially the 
same point, Bell (1945/1992) says more bluntly, “Italy in the Renaissance 
without arsenic would be like veal without salt” (p. 117). 

One conclusion we must come to is that human rationality, at best, 
is extremely fragile. People who consider themselves enlightened, objec-
tive, nonsuperstitious, and humane must be sobered by the thought that 
had they been born at a different time and raised in a different culture 
they might well have espoused beliefs and engaged in behavior that, from 
their current vantage point, they fi nd unacceptable, perhaps abhorrent. 
It is easy for us to condemn the inquisitors of medieval Europe, the witch 
hunters of colonial New England, or the slave traders of the eighteenth 
and nineteenth centuries, but had we been born into the cultural con-
texts of those whom we condemn, what compelling reason is there to 
believe that we would have behaved very differently than did they?

Situational Frame of Reference

So far the discussion has emphasized the idea that the rationality of 
beliefs should be assessed in relation to their cultural context, and what 
applies to beliefs in this regard applies to behavior as well. But even 
within a given culture—even assuming a given time and place—whether 

□

RT94878_C010.indd   373RT94878_C010.indd   373 10/4/2007   4:33:46 PM10/4/2007   4:33:46 PM



374 Aspects of Rationality

a  particular belief or bit of behavior is considered rational may depend in 
part on the specifi c situational frame of reference in which it is viewed. 
In particular, behavior that appears to be irrational, or at least subop-
timal, when judged in a very narrow context may be rational or even 
optimal when viewed from a broader perspective. A rule of behavior that 
works to one’s advantage on the average may work to one’s disadvan-
tage in specifi c instances. The point may be illustrated by reference to an 
imaginary machine. 

Suppose one wants to build a machine that can deal autonomously 
with a large number of situations. And suppose further that the machine’s 
memory capacity is necessarily suffi ciently limited—perhaps one has 
only so much building material—that one can represent within it only a 
relatively small number of rules of behavior. In order to give the machine 
the ability to cope with many situations, one would have to classify the 
situations it is likely to encounter as a small number of types, and then 
equip the machine with the means to make the same classifi cations and 
to respond to individual situations on the basis of this classifi cation. All 
situations of a given type would evoke the same response. Inasmuch as 
situations of a given type are bound to differ from each other in some 
respects, the response to some members of a type is likely to be less 
effective than the same response to other members of the same type. 
Assuming that the machine’s entire memory capacity has been used up 
in storing the rules for responding to situation types, if one wants to 
improve the machine’s ability to optimize its response to situations of the 
same type, one must do so at the expense of decreasing its ability to deal 
with the remaining types, perhaps by doing away with the distinctions 
among some of them. 

Possibly something of this sort can account for some of the ways in 
which human behavior appears to be suboptimal or irrational. Perhaps 
we learn to deal with all situations of Type X in a certain way. If the 
approach works well for most of the Type-X situations we encounter, the 
trouble caused by the exceptions in which the approach does not work 
so well may be a reasonable price to pay for not having to devote limited 
resources to discriminating among Type-X situations. Cherniak (1986) 
makes essentially this point in the context of a discussion of the impli-
cations of the structure of human memory for rationality: “A person’s 
action may seem irrational when considered in isolation, but it may be 
rational when it is more globally considered as part of the price of good 
memory management” (p. 67). The cost of global rationality, he argues, 
may be some irrationality at the local level. 

A similar observation is made by Lycan (1981) who contends that 
some of the inductive rules that guide our thinking may be overly gen-
eral in the interest of simplicity and that some tendencies that appear 
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to be irrational in isolation may be seen to serve useful purposes when 
viewed within a larger frame. A tendency to jump quickly to conclu-
sions, for example, may be more useful in some situations than lengthy 
deliberation. False beliefs of certain types may serve important needs. 
“We tend to overestimate the attractiveness and other admirable quali-
ties of our own children; we quickly forget the painfulness of certain 
otherwise useful activities; we habitually deceive ourselves in any num-
ber of benefi cial ways” (p. 345). The point again is that beliefs or actions 
that would be considered irrational—or dysfunctional—when judged 
from a narrow perspective may be seen differently when assessed within 
a broader frame of reference. 

What appears to be irrational behavior sometimes takes the form 
of misapplying approaches to problems, using specifi c heuristic strategies 
in circumstances in which they seem not to be appropriate. Many of the 
demonstrations of faulty reasoning and of judgmental biases that have 
been widely investigated can be considered from narrower or broader 
perspectives. Whether a particular use of a heuristic should be considered 
irrational may depend on the frame of reference in which the behavior 
is judged and on what can be assumed about the individual’s capabilities 
and limitations. If an individual is able to acquire and retain only n heu-
ristics, a defensible top-level strategy would be to remember those n that, 
as a set, would prove to be most effi cacious over the individual’s lifetime. 
One would not be surprised, given this strategy, to fi nd many instances 
in which a heuristic is used in a way that would appear suboptimal when 
judged from a narrow perspective. According to the broader view, how-
ever, that same heuristic would be expected to be acceptably effective in 
most of the situations the individual is likely to encounter. Thus behavior 
that appears irrational in the microcosm of a specifi c situation may seem 
to be quite rational when judged by its effi cacy in a larger context. 

Consider the gambler’s fallacy. In one of its many forms, this fallacy 
leads one to assign a greater-than-chance probability to the occurrence 
of an “overdue” probabilistic event. It stems from a failure to recognize 
the independence of independent probabilistic happenings. In the toss-
ing of a fair coin, the probability of getting heads on any particular toss is 
independent of what was obtained on prior tosses. A person who believes 
that following a run of outcomes of a given kind the probability of an 
outcome of the opposite kind increases is said to display the gambler’s 
fallacy. The fallacy is captured in the notion that a chance event that has 
not occurred in some time (e.g., the failure of heads to come up in several 
successive tosses of a coin) becomes “due” and is therefore highly likely 
to occur.

The gambler’s fallacy is indeed a fallacy whenever one is dealing 
with a sequence of truly independent events. However, many of the 
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sequences that we encounter that ostensibly are composed of independent 
events, in reality are not. Whenever a sequence has been constructed by 
a human being, the suspicion that it departs from randomness in system-
atic ways is likely to be correct. The sequence of numbers representing 
the correct answers on a multiple-choice test, for example, is very likely 
not to be random. A student who has just selected Item 4 as the answer 
three times in a row, and who is quite sure of the correctness of the 
answer in each case, may be forgiven for steering clear of Item 4 when 
guessing on the next question.

We should note too that whenever one’s task is to guess among 
equally-likely alternatives, operating on the gambler’s fallacy gives one 
no advantage, but doing so also incurs no penalty; inasmuch as every 
alternative is as likely as every other, selecting a particular one, even for 
an invalid reason, does not diminish one’s chances of guessing correctly. 
In the larger context, if some of the sequences of ostensibly independent 
events that we encounter are not really independent, then application of 
the gambler’s fallacy as a general rule may be a reasonable thing to do; 
inasmuch as it can help us with sequences that are not independent and 
does not hurt us with those that are, consistent use of it can, on balance, 
be benefi cial. Many other examples could be used to illustrate the point 
that how rational or irrational a belief or bit of behavior is can depend on 
the frame of reference within which it is viewed, and especially on the 
scope of that frame. 

Individual versus Collective Rationality

[E]ven the most dedicated and incorruptible human group is not immune 
from collective fallacies and mass delusions. (Ziman, 1978, p. 126)

Can we talk of the rationality or irrationality of a group, of a nation, of 
an age? Historians, sociologists, and other students of aggregate human 
behavior often use such language. I have already noted Tuchman’s claim 
that governments sometimes work against their own interests and even 
under circumstances in which the folly of their policies should be obvi-
ous. Bloom (1987) speaks of the possibility of an entire society being mad 
and oblivious to the fact. Nazi Germany comes immediately to mind as 
an example of a nation gone mad, but there are numerous more recent 
examples of ethnic, political, or religious groups that have been suffi -
ciently deranged to see justice in genocide and to attempt to exterminate 
rival groups. And, on a smaller scale, does not the madness of crowds 
reveal itself repeatedly in riots, lynchings, feuds, stampedes, bandwagon 

□
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pile-ons, fi nancial market bubbles, and similar forms of irrational collec-
tive behavior?

Does it make sense to talk of the rationality or irrationality of the 
human species as a whole? If we do think in these terms, what criteria 
should we apply to make a judgment? How could we possibly conclude 
that the species is irrational? Do not its dominance over all other species 
and its intellectual accomplishments give the lie to any such conclusion? 
On the other hand, can we consider ourselves rational when we spend 
enormous amounts of monetary and human capital defending ourselves 
against each other and willfully engage in activities that threaten our 
long-term well-being and perhaps even our survival as a species?

Claims of collective madness

Numerous writers have described ways in which collections of people—
small groups, communities, nations—can display, and have displayed, 
irrational beliefs and behavior (Erasmus, 1509/1942; Evans, 1973; Gard-
ner, 1957; Le Bon, 1895/1982; Tuchman, 1984). A common theme in 
these accounts is that when acting as members of collectives of one or 
another sort, people often do things that they would be highly unlikely 
to do—indeed would consider irrational—when acting alone.

In the preface to his classic account of popular delusions, Mackay 
(1852/1932) has this to say: “In reading the history of nations, we fi nd 
that, like individuals, they have their whims and their peculiarities; 
their seasons of excitement and recklessness, when they care not what 
they do. We fi nd that whole communities suddenly fi x their minds upon 
one object, and go mad in its pursuit; that millions of people become 
simultaneously impressed with one delusion, and run after it, until their 
attention is caught by some new folly more captivating than the fi rst. 
We see one nation suddenly seized, from its highest to its lowest mem-
bers, with a fi erce desire of military glory; another as suddenly becoming 
crazed upon a religious scruple; and neither of them recovering its senses 
until it has shed rivers of blood and sowed a harvest of groans and tears, 
to be reaped by its posterity” (p. xix). Every age, MacKay insists, has its 
peculiar folly. 

Societies, nations, and other groups are, of course, composed of indi-
viduals and the characteristics of a collection of people refl ect the charac-
teristics of its members in the aggregate. It is equally true, however, that 
the beliefs and behavior of individuals can be greatly infl uenced by the 
groups (both formal and informal) to which they belong. We know from 
studies of the psychology of crowds that people  sometimes  participate in 
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acts as members of a group that they would consider reprehensible upon 
refl ection apart from the group context. We know too that the infl u-
ence of a group can evoke acts of heroism and self sacrifi ce under some 
conditions. I am not aware of compelling evidence that the principles 
that govern mob, or mass, psychology have changed very much over the 
period of recorded history.

The tendency to resolve disputes by violence, which at the national 
or societal level means the tendency to wage war, seems to have been a 
constant at least as long as there have been such things as national or 
societal entities. According to Keeley (1996), wars in prehistoric times 
occurred at least as frequently as they have in more recent times, and 
killed and maimed at least as large a percentage of the involved popula-
tions—combatants and noncombatants alike. 

Cultural effects on beliefs and behavior

That prevailing beliefs and values differ from place to place and from 
time to time raises some interesting and important questions. How do 
new beliefs and values, or modifi cations of old ones, become established 
within communities and propagate throughout them? What determines 
how widely they will become established and how long they will last? 
Why do beliefs that seem completely untenable to some cultures appear 
to be compelling to others?

To say that a belief (value, attitude, behavior pattern) character-
izes a social group or an era is not to say that it necessarily characterizes 
every individual who belongs to that group or who lived during that era. 
Presumably not everyone who lived in Europe from the 15th to the 17th 
century believed in witchcraft. On the other hand, it is clear the beliefs 
and values of individuals are shaped, to some degree, by the beliefs and 
values that prevail in the communities to which they belong at the time 
during which they live. And the number of people holding a particular 
belief sometimes is large enough, and its prevalence suffi ciently conse-
quential, that it can reasonably be considered representative of a particu-
lar time and place.

A strong case can be made for the appropriateness of describing 
societies, cultures, nations or even eras as rational or irrational in this or 
that respect, although it is important to bear in mind that the judgment 
of rationality or irrationality is being made from one’s own perspective, 
which derives from a particular culture and time, as to what that means. 
One can argue too the importance of applying current notions of ratio-
nality to a country’s or society’s current behavior. How, for example, 

RT94878_C010.indd   378RT94878_C010.indd   378 10/4/2007   4:33:47 PM10/4/2007   4:33:47 PM



The Relativity of Rationality 379

can a country make rational decisions about the allocation of limited 
resources to major national endeavors? How does one judge the ratio-
nality of a decision to fund or not to fund a multi-billion dollar effort to 
establish a space station, or to sequence the human genome, or to build 
a superconducting super collider? How can it decide, rationally, when to 
give up on diplomacy and go to war?

Today we look back on the witch mania of preceding centuries as 
an unquestionably irrational episode in the history of mankind. We are 
beyond such irrationalities today, or at least, so we believe. But are we, 
as a species, more rational than our predecessors in any general sense? It 
is in the nature of things that the least rational people are the least likely 
to be aware of their irrationality. It is possible that what appears to us to 
be rational will seem to those who look back on us as quite the opposite. 
Moreover, our age does not lack observers who see our collective behavior 
as a species as unswervingly on a course that threatens our well-being if 
not our survival, and therefore irrational in the extreme. Cases in point 
include Harrison Brown (1954), Bertrand Russell (1954), Rachael Carson 
(1962), René Dubos (1970), E. F. Schumacher (1973), Barry Commoner 
(1991), and Alan Durning (1992). There are many others. 

Determining the will of the majority

Economists have given a great deal of attention to the question of what 
collective rationality might mean (Arrow, 1963; Fishburn, 1973; Heller, 
Starr, & Starrett, 1986). Much of this attention has been focused on how 
to determine the will of the majority in self-consistent and nonparadoxi-
cal ways. This work fi nds a practical application in the design of voting 
procedures, which turns out to be a very complicated problem, full of 
surprises (Dummett, 1984; Mueller, 1979). A glimpse of the complexity 
of the subject is seen in one of Arrow’s (1990) “impossibility theorems.” 
Arrow identifi es four conditions that seem reasonable to impose on any 
codifi cation of public values, as in a constitution. 

Collective rationality: “For any given set of orderings, the social choice func-
tion is derivable from an ordering” (p. 347).

Pareto principle: “If alternative x is preferred to alternative y by every single 
individual according to his ordering, then the social ordering also ranks x 
above y” (p. 347).
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Independence of irrelevant alternatives: “The social choice made from any 
environment depends only on the orderings of individuals with respect to 
the alternatives in that environment” (p. 347).

Non-dictatorship: “There is no individual whose preferences are automati-
cally society’s preferences independent of the preferences of all other indi-
viduals” (p. 348).

Arrow proves that there can be no constitution that simultaneously 
satisfi es all of these conditions. The proof is a reductio ad absurdum; he 
assumes the truth of all four conditions and shows that the assumption 
leads to a contradiction. 

Individual and group rationality in confl ict

There are many situations in which individuals acting rationally, accord-
ing to certain conceptions of rationality, will collectively act against the 
best interests of the groups to which they belong. A well-known illustra-
tion is Hardin’s (1968) metaphor of the tragedy of the commons, according 
to which the benefi t that a herdsman can realize by adding an animal to 
his herd that is grazing on common ground far outweighs the personal 
cost he incurs of slightly less grazing land per animal. If individual ratio-
nality is construed as maximizing one’s personal benefi t/cost ratio, the 
herdsman’s behavior in adding an animal to his public-ground-grazing 
herd is perfectly rational, and this is true independently of what other 
herdsmen do (Swap, 1991). But, of course, if every herdsman does they 
same, they collectively ruin the land. 

Platt (1973) describes the tragedy of the commons as an example 
of a social trap—a situation that, because of positive short-term benefi ts, 
entices individuals, organizations, or societies to move in a direction that 
will eventually lead to undesirable consequences. The term social dilemma 
(Glance & Huberman, 1994; Komorita & Parks, 1996) conveys more or 
less the same idea. The referenced situation of interest is one in which 
individuals or groups seek short-term benefi ts by doing things that, if 
done by many, would eventually have undesirable consequences for all. 
The positive short-term consequences are typically enjoyed by individual 
members or subsets of some group, whereas the long-term negative con-
sequences (costs) are shared by the group as a whole; and even the short-
term benefi ts evaporate if the many begin to emulate the few.

It is easy to identify situations that are analogous to the herds-
man-common ground metaphor, in which individuals acting in what 
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may be considered—at least from a narrow perspective—their personal 
best short-term interests act against the long-term interests of the groups 
to which they belong. Many such situations may be described as free-
loading—enjoying a shared benefi t without helping to cover its expense. 
Users of a private road who fail to contribute to the cost of keeping it in 
good repair illustrate the point. Such users get the benefi t of the use of 
the road at no expense. According to some economic theory, freeloading 
is rational behavior, at least to the extent that it is effective in helping one 
realize one’s personal goals (Olson, 1965); this seems to me, however, to 
require a rather impoverished notion of rationality. Freeloading works 
only so long as the fraction of a group that practices it is relatively small; 
if it gets suffi ciently large the freeloaded benefi t will go away. Experi-
mental studies of freeloading suggest that only about 25% of participants 
consistently freeload when they are given the opportunity to do so (Fehr 
& Gächter, 2000).

Can Irrational Thinking Serve a Rational Purpose?

The most disturbing thing about the chicken dilemma is the “advantage” 
an irrational player has or seems to have. (Poundstone, 1992, p. 212)

Can irrational thinking serve a rational purpose? This question is com-
plicated by the fact that there are more conceptions than one of rational-
ity and that what is considered rational from one point of view may not 
be from another. Lycan makes this point in noting that it can, on occa-
sion, be rational in a cost-effective sense to be irrational in the textbook 
sense. But to say that thinking that is considered irrational from one 
point of view, say that of A, serves a purpose that is seen as rational from 
another point of view, say that of B, creates no conceptual diffi culties 
beyond acknowledging the existence of different points of view. If A sees 
both the thinking and the purpose it serves as irrational, while B sees 
them both as rational, there is no confl ict within either point of view. 
The interesting question is whether thinking that is considered irrational 
from a given point of view can serve a useful purpose as seen from the 
same point of view.

Lycan (1981, 1988) notes that susceptibility to false beliefs can 
sometimes serve important noncognitive needs. The tendency to for-
get the painfulness of otherwise useful activities, or to overestimate the 
attractiveness of one’s own children are examples of useful self decep-
tion. Lycan makes a sharp distinction, however, between the meth-
ods for justifying reasonable beliefs and the adaptiveness of the beliefs 
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 themselves, and argues that a belief can be adaptive and/or psychologi-
cally compelling without being justifi ed. Sternberg (1981) takes a posi-
tion similar to Lycan’s in arguing that the fact that irrational thinking 
may serve rational ends, if it is a fact—as for example when the belief in 
one’s own invincibility makes a soldier willing to go to battle—does not 
make the thinking less irrational.

Fischhoff and Beyth-Marom (1983) note that people may deliber-
ately act suboptimally in the short run in the interest of pursuing long-
term goals. They may, for example, ask questions the answers to which 
are bound to be uninformative because asking questions that could yield 
informative answers would be seen as impolite. This illustrates that goals 
can sometimes be in confl ict and one must choose among them; in the 
case of the example the goal of maintaining civility takes precedence 
over that of acquiring useful information. The asking of questions that 
cannot yield informative answers might be considered irrational when 
judged in terms of the goal of information acquisition, but perhaps not 
when judged from that of maintaining a friendly relationship. 

It is certainly possible for actions motivated by false beliefs to have 
desirable outcomes, or at least outcomes that are desirable from some 
point of view. It is also the case that people can draw empirically true 
conclusions from invalid inferences; they can engage in behavior that is 
benefi cial to others for purely selfi sh motives; and so on. There is a ques-
tion, however, as to whether it is appropriate to credit—in a cause-effect 
sense—the false beliefs, the invalid reasoning, the selfi sh motives, for 
those desirable outcomes. Such relationships may be fortuitous. Can it 
be argued that the outcomes are better than they would have been had 
the beliefs been true and the reasoning valid? Even if one does consider 
the relationship to be causal, saying that irrational thinking can have 
desirable effects seems to me to be different from saying that irrational 
thinking can serve rational purposes. 

In prescribing a player’s optimal strategy, game theory assumes a 
rational opponent. An opponent that is not rational may, under certain 
circumstances, fare better than one that is. The game of “chicken,” which 
is a form of the prisoner’s dilemma, illustrates the point. In perhaps the 
best known form of this game, drivers race two automobiles toward each 
other, and the fi rst to swerve to avoid a head-on collision is the chicken. 
Rationality, assuming one values one’s life, dictates that one swerve in 
this situation, and being a live chicken is preferred by most players to 
being a dead nonchicken. But the preferred outcome is to emerge from 
the game a live nonchicken, which is to say to have one’s opponent be 
the one to have swerved. One might argue, with some credibility, that 
an irrational player is more likely to realize the preferred outcome than a 
rational one, but this is probably true only if the irrational player is care-
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ful to play only against rational opponents, and there is some question as 
to whether such a player should be considered irrational. 

A generalization of the prisoner’s dilemma, known as the traveler’s 
dilemma, represents a situation in which both inexperienced and expert 
players typically play in a way that is irrational according to game theo-
retic dictates, and, as a consequence, do better than they would by play-
ing rationally (Basu, 1994, 2007). The obvious question that arises is that 
of the adequacy of any criterion of rationality that one would invariably 
do better to ignore. 

Suppose I have a goal and I know that one way to realize that goal 
is to engage in behavior that I, if honest about it, would consider irratio-
nal. To be concrete, suppose I fi nd myself in a verbal dispute that I wish 
to win, and I believe my chances of winning are maximized if I resort 
to the kinds of alogical strategems that Schopenhauer (1896/undated) 
describes in his “Art of Controversy.” An onlooker would say that my 
argumentation is irrational, and if asked, I would admit that that is so. 
But, to the extent that rationality is considered to be the working toward 
an established goal in an effective way, one might also say that I am 
being quite rational in my decision to argue irrationally, because I know 
my chances of winning the argument, in the eyes of my opponent, are 
better than if I argued to the point.

The fi rst of these hypothetical cases illustrates that intentionally 
appearing to be irrational can serve a rational purpose (at least if one 
accepts winning the game of chicken or any of its various analogs to be a 
rational purpose). The second case is more subtle, because my purpose is 
not necessarily to appear to be irrational; I may believe that my opponent 
in the dispute will consider rational the behavior that I myself view as 
irrational but that I adopt for the sake of winning the dispute. One might 
say that my intention is to be irrational in the pursuit of the presumably 
rational goal of getting the better of my opponent. 

The key to this puzzle lies in the recognition that the rationality 
of specifi c acts can be judged at different levels. Judged in isolation and 
on its own merits, my behavior—say it involves making fallacious argu-
ments—can legitimately be called irrational, but from a broader perspec-
tive that takes my intentions into account, it can be seen as a part of a 
rational strategy for attaining a goal. More generally, my claim is that it 
can be rational to use, knowingly and intentionally, means to accom-
plish specifi c objectives that would legitimately be considered irrational 
if judged apart from a knowledge of the intentions and the objectives 
that are being pursued. Being rational in this sense is not necessarily the 
same as being honorable or nice.

Nozick (1993) presents a different type of situation. Consider the 
mother of a convicted felon. Suppose the evidence of the culprit’s guilt is 
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too strong to permit the mother, who desperately wants to believe in her 
son’s innocence, to do so rationally. Such a belief, even for her, would be 
irrational, at least by Nozick’s rule that one should not believe h if some 
alternative statement incompatible with h has a higher credibility than 
does h. But the belief in her son’s guilt may be very destructive for the 
mother. Perhaps, all things considered, it would be best, from her point 
of view, to believe in his innocence, despite the evidence to the contrary. 
As Nozick puts it, “That he is innocent is not a rational thing for her to 
believe; but believing that might be the best, and hence the rational, 
thing for her to do” (p. 86). 

Again, in order to make sense of this apparent contradiction, we 
have to recognize that rationality must be judged from some perspective, 
and that judgments from different perspectives may differ. The mother’s 
belief in her son’s innocence in the face of compelling evidence to the 
contrary is clearly irrational when judged from the frame of reference 
that sees rationality as having to do only with the evidential justifi cation 
of beliefs. The judgment may be different, however, as Nozick’s comment 
suggests, when made from a frame that makes rationality a function, in 
part, of utilitarian concerns. 

Rationality is necessarily relative. What is rational for one person, 
living at a particular time in a specifi c culture, and facing specifi c situa-
tions with a certain profi le of cognitive strengths and weaknesses, need 
not be rational for another individual living at a different time in a dif-
ferent culture and facing different situations with a different set of cogni-
tive assets and limitations. 

Cognitive Pluralism

One would like to believe that there is a set of principles that makes clear 
what it means to be rational. The search for such a set has been the quest 
for many people who have thought long and hard about the subject. The 
failure of theorists to fi nd a universally applicable set of principles has led 
some to speculate that there is no such set to be found. “Just as there is 
not one particular inductive policy, no one Carnapian c-function, that is 
best or most effective no matter what the character of the world, so there 
may be no one best principle of rational decision” (Nozick, 1993, p. 47). 

Stich (1990) defends what he calls cognitive pluralism, which denies 
that there is only one good way to reason. He distinguishes between 
descriptive and normative cognitive pluralism. According to the former, 
different people form and revise beliefs and other cognitive states in dif-
ferent ways. This is a statement of empirical fact, in Stich’s view. Nor-

□

RT94878_C010.indd   384RT94878_C010.indd   384 10/4/2007   4:33:48 PM10/4/2007   4:33:48 PM



The Relativity of Rationality 385

mative cognitive pluralism makes a claim about the cognitive processes 
people ought to use. In particular, it holds that there are a variety of such 
processes that differ from each other but may all be equally good. 

Some might see this view as perilously close to cognitive anarchy. 
But to hold that there are many systems of cognitive processes that are 
passably good is not necessarily to hold that any system is as good as any 
other. Stich does not make the latter claim, but he acknowledges that 
evaluating systems within a framework of cognitive pluralism poses a 
problem. The problem is that the evaluative ideas are themselves as cul-
ture-based as the cognitive processes that need to be evaluated. Even if 
our own evaluative notions proved to be reasonably coherent, systematic, 
and stable, Stich notes, they are only one set among many possibilities.

In view of the obvious circularity of the situation, it is hard to 
see, Stich argues, why people would care whether a cognitive system 
passes muster with respect to some local set of criteria, unless—this is 
important—doing so correlates with something that people do naturally 
care about. What people care about, more or less independently of cul-
tural context, are such states of affairs as being able to predict or control 
nature and leading interesting and fulfi lling lives. It follows that systems 
of cognitive processes should be viewed as cognitive tools and evalu-
ated instrumentally, or consequentially, which is to say in terms of their 
effectiveness in bringing about such states of affairs. “One system of cog-
nitive mechanisms is preferable to another if, in using it, we are more 
likely to achieve those things that we intrinsically value” (p. 24). 

Stich sees his view as relativistic, in the sense that neither the 
ends—what is valued—nor the means to attain those ends need be the 
same for all people. It is not relativistic in every respect, however, because 
it proposes an invariant principle in terms of which cognitive systems are 
to be evaluated. The principle is a pragmatic one: to the extent that a 
system helps people obtain what they value intrinsically, it is good. More 
specifi cally, if one system is more effective than another in this regard, it 
is the better system of the two; the pragmatic view does not require that 
one be able to say whether a system is good or bad in any absolute sense. 
Before deciding that someone has reasoned poorly in a specifi c situation, 
one must be sure there is a humanly feasible alternative approach that is 
superior from a pragmatic point of view. 

Stich specifi cally rejects both rationality and a tendency to produce 
true beliefs as intrinsically valuable features for cognitive processes to 
have. His position is that “all cognitive value is instrumental or prag-
matic—that there are no intrinsic, uniquely cognitive values” (p. 21). 
Truth is dismissed as an important goal of cognitive processes on the 
grounds that what it means for a belief to be true is ambiguous. Stich’s 
contention, as I understand it, is that truth is itself a culturally fashioned 
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notion and, as such, has no universally recognized criteria of attain-
ment; so it is not clear why anyone would care whether a belief is true, 
so long as it is instrumentally effective in helping one realize what one 
intrinsically values. “Since our notion of justifi cation is just one member 
of a large and varied family of concepts of epistemic evaluation, it strikes 
most people as simply capricious or perverse to have an intrinsic prefer-
ence for justifi ed beliefs” (p. 95). It is not entirely clear what is the basis of 
the claim here that the view expressed is one that “most people” hold.

Stich contends that not only do cognitive states lack intrinsic value, 
there is no good reason to believe that there is instrumental value in hold-
ing justifi ed or rational beliefs. “Nor is there any plausible case to be 
made in favor of the instrumental value of beliefs or cognitive processes 
that are justifi ed or rational” (p. 93). In other words, there is no reason to 
expect justifi ed or rational beliefs or cognitive processes to be more likely 
than other kinds to be instrumental in helping people achieve what they 
intrinsically value. The issue, Stich argues, is not whether true beliefs 
are more instrumentally valuable than false ones, but whether beliefs 
that are considered true by one culture-dependent set of criteria have 
greater instrumental value than those considered true by a different set 
of criteria. “What really needs to be shown is not just that true beliefs are 
more conducive to some independently desirable goal than false beliefs 
but also that true beliefs serve us better than TRUE* ones or TRUE** 
ones, or any of the other categories of belief picked out by interpretation 
functions that don’t happen to be favored by intuition and tradition” (p. 
121). (TRUE* beliefs and TRUE** beliefs are beliefs that are deemed to 
be true by some criteria other than those peculiar to our own culturally 
infl uenced intuitions and traditions.)

In summarizing his position on the instrumental value of true 
beliefs, Stich states a somewhat less extreme intention than the preced-
ing quotes might seem to suggest. “My arguments about the instrumental 
value of true beliefs were not aimed at establishing that true beliefs are 
not instrumentally valuable. The goal was more modest. What I wanted 
to show was that the instrumental value of true beliefs is far from obvi-
ous, and thus those who think that true beliefs are instrumentally valu-
able owe us an argument that is not going to be easy to provide” (p. 124). 
He does state unequivocally that “[i]t is surely not the case that having 
true beliefs is always the best doxastic stance in pursuing our goals,” and 
contends that “it would be no easy matter to show that believing the truth 
is generally (or even occasionally!) instrumentally optimal” (p. 124). 

I have described Stich’s defense of cognitive pluralism at some 
length, because my own argument that the basis of rationality must 
be human intuition and recognition that people’s intuitions regarding 
rationality may differ to some degree might justifi ably be seen as a form 
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of cognitive pluralism. I want to take exception, however, to the idea 
that truth has neither intrinsic nor instrumental value. Indeed I fi nd it 
somewhat ironic that one would go to the trouble of writing a book to 
convince the reader that truth is not an appropriate objective for cogni-
tive processes. I suppose I should decide whether to accept what Stich 
says on this subject not on the basis of whether I consider it to be true, 
but on that of whether incorporating the idea that truth does not mat-
ter in my belief system is likely to make me more successful in attaining 
whatever it is that I really value. Inasmuch as truth, as I understand the 
concept, is something that (I think) I really value intrinsically, I should 
reject Stich’s argument on the basis of his instrumentality criterion, if for 
no other reason. 

Of course my rejection of Stich’s position regarding the inappro-
priateness of truth as an objective of reasoning does not invalidate the 
position, except in my own view. But I fi nd the idea that there is nei-
ther intrinsic nor instrumental value in holding, or at least in attempt-
ing to arrive at, true or justifi ed beliefs to be a disturbing and intuitively 
implausible one. The quest for truth, it seems to me, is one thing—pos-
sibly the only thing—that different traditions of rationality have in com-
mon. We may not all agree on what the truth is, but the assumption that 
we are all seeking it is what gives us reason to hope that progress—that 
can be recognized as progress by all—can be made. 
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11
CHAPTER

   Conclusions and a View

In this fi nal chapter, I wish to return to the two questions that motivated 
the book: What is rationality, and are we rational? I will fi rst review 
what several writers have said on the second question: whether, or the 
extent to which, we are rational. I will then present a view of what it 
means to be rational and offer an opinion as to the extent to which we 
measure up to that view. 

Some Views on Human Rationality

Recall from the fi rst chapter of this book that some theorists make a 
three-way distinction among normative, prescriptive, and descriptive 
models of rationality (though I have played down the normative ver-
sus prescriptive distinction). Stanovich (1999) describes three positions 
on the question of human rationality that refl ect a range of possibilities 
regarding the relationship among these three types of models. Accord-
ing to the Panglossian position, there is little or no difference among the 
models, which means that an accurate description of how people reason 
is actually normative—people’s reasoning is rational. The Meliorist posi-
tion sees a considerable difference between the way people reason and 
the way a prescriptive model indicates they should, but does not see a 
big difference between prescriptive and normative models. The Apologist 
position recognizes a big difference between normative and descriptive 
models, and locates the prescriptive model closer to a descriptive one 
than to a normative one; in other words, an Apologist is likely to con-
sider human reasoning to be closer to what can reasonably be expected 
(prescribed), taking human cognitive limitations into account, than 
is the Meliorist. “In short, the Meliorist thinks that sometimes people 
are not reasoning very well and that they could do much better. The 
 Apologist thinks that sometimes people are not reasoning properly, but 

□
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that they are doing about as well as they could possibly do. And fi nally, 
the Panglossian feels that people are reasoning very well—indeed, as 
well as anyone could possibly reason in this best of all possible worlds” 
(Stanovich, 1999, p. 7). 

Following a review of much of the relevant work, Stanovich (1999) 
concludes that the Meliorists have a reasonable case: “although computa-
tional limitations are certainly present, and although performance errors 
are no doubt implicated in the sizable residual error variance [after com-
putational limitations have been accounted for], the remaining system-
atic variance in the normative/descriptive gap . . . gives empirical support 
to the Meliorist claim that at least part of the discrepancy is due to non-
normative thought patterns” (p. 211). He makes the interesting argument 
that the penchant of Panglossians to reject some “norms” as truly norma-
tive is limited to the norms that people have been shown experimentally 
to violate, which suggests that the Panglossian view, in effect, takes as its 
warrant for normativeness the empirical fact of what people in general 
do and do not accept as such. As for the Apologist position, according to 
which human reasoning is well-adapted in an evolutionary sense if not 
normatively rational, Stanovich suggests that people may do well with 
reasoning problems when they are cast in concrete ecologically familiar 
terms (e.g., deontic versions of Wason’s selection task) because such situ-
ations may be accommodated by heuristics that require little thinking at 
all, which is to say that, in fi nding representations of problems that make 
them tractable, one may have, in effect, made them less demanding of 
logical thought. 

Do people reason logically? Yes, no, and yes and no

A variation on Stanovich’s three-way partitioning of views on human 
rationality might group writers in terms of how they answer the question 
of whether people naturally reason logically. One fi nds the full comple-
ment of answers to the question in the literature. Relatively recent writ-
ers who contend that people’s logical intuitions are basically sound and 
infl uential in their thought and behavior include Braine (1978, 1990), 
Dennett (1978, 1981), Cohen (1979, 1981, 1982), Lycan (1981, 1988), 
(Levi, 1983), Rips (1983), Macnamara (1986), Rescher (1988), Hamill 
(1990), Noveck, Lea, Davidson, and O’Brien (1991), Stevenson (1993), 
and  Wetherick (1993). Similar positions were taken by Kant (1787, 1788), 
Boole (1854), and Piaget (1928). Few, if any, would claim that people 
always think in accordance with the rules of logic, as formalized by, say, 
the predicate or propositional calculus, but several hold that people are 
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endowed with logical competence and will intuitively appreciate logical 
inconsistencies when they are pointed out to them. The fundamental 
assumption on which this view is based is that logic gets its authority 
from human intuitions rather than the reverse. The rules of logic, or 
at least certain concepts and principles on which those rules are based, 
such as the concepts of truth, implication, and contradiction and the 
principle of the excluded middle, are considered to be intuitively obvious 
and compelling to the normal human mind (Goodman, 1965).

For every articulate proponent of the soundness and importance 
of human logical intuitions, one can fi nd an equally articulate defender 
of the position that such intuitions are fundamentally unsound or that 
logic has little if anything to do with the way people think and behave 
in their everyday lives. Among the many who take this position are 
Mill (1892/1995), Jourdain (1956), Erickson (1978), Evans (1982), Good 
(1983), Cheng and Holyoak (1985), Holland, Holyoak, Nisbett, and Tha-
gard (1986), Margolis (1987), Piattelli-Palmarini (1994), and Oaksford 
and Chater (1991, 1995). Here is one unfl attering summary of the empir-
ical fi ndings regarding people’s performance on reasoning tasks: “people 
assess probabilities incorrectly, they display confi rmation bias, they test 
hypotheses ineffi ciently, they violate the axioms of utility theory, they do 
not properly calibrate degrees of belief, they overproject their own opin-
ions onto others, they allow prior knowledge to become implicated in 
deductive reasoning, they systematically underweight information about 
nonoccurrence when evaluating covariation, and they display numerous 
other information processing biases” (Stanovich (1999, p. 1).

In the preceding paragraphs, I have put people into two camps on 
the basis of their positions regarding the extent to which human logi-
cal intuitions are sound, especially as evidenced by their reasoning and 
behavior. Such a dichotomous partitioning is admittedly overly simple. 
Presumably few of the writers mentioned would argue either that peo-
ple invariably reason and behave logically or that they never do. Here is 
one “yes and no” answer to the question of whether people think and 
act logically that represents a middle-of-the-road position: “I see people 
using logic frequently, both in ordinary tasks and in laboratory-reason-
ing tasks. When mental logic can be applied straightforwardly, it will be. 
When the reasoner has available the strategic skills required to solve a 
complex problem, and grasps the problem’s requirements, mental logic 
will allow solution. Otherwise, the problem solver has no other recourse 
but to non-logical heuristics or to pragmatic inferences” (O’Brien, 1993, 
p. 126). Perhaps most researchers would agree that people are sometimes 
logical and sometimes not, although there would be very substantial dif-
ferences in positions regarding the extent to which, and the conditions 
under which, logic infl uences behavior and thought.
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Competence versus performance

Our fellow humans have to be attributed a competence for reasoning val-
idly, and this provides the backcloth against which we can study defects in 
their actual performance. (Cohen, 1981, p. 317)

Another answer to the question of whether people naturally think logi-
cally rests on the distinction between competence and performance 
(Braine, 1978; Braine & Rumain, 1983; Cohen, 1981; Flavell & Wohl-
will, 1969; Mcnamara, 1986). People are logically competent, according 
to this view, even though their reasoning performance sometimes makes 
it appear that they are not. The fact that one does not act logically invari-
ably is not convincing evidence that one lacks the ability to be logical, 
just as specifi c failures to act ethically do not mean necessarily that one 
does not know how to do right. Performance that appears to be illogi-
cal could result not only from misinterpretations of language but from a 
variety of other factors in addition to logical incompetence; these include 
working memory limitations, time limitations, task misinterpretation, 
confusion of entailment with degree of support, and simple careless-
ness (Rips, 1994, 1995). The list of possible ways of attributing to alogi-
cal causes errors that might otherwise be attributed to faulty reasoning 
is suffi ciently long that, as Rips points out, “a determined skeptic can 
usually explain away any instance of what seems at fi rst to be a logical 
mistake” (p. 393).

Cohen (1981) argues that human rationality is safe from attack by 
those who would deny it because verdicts of irrationality appeal to nor-
mative criteria that are nothing more than systematized human intu-
itions. If the criteria are to have force, the rationality of the intuitions 
from which they derive must be granted. This is not to hold that people 
always reason inerrently, or even to deny that there may be some types 
of erroneous reasoning performance that are fairly common, but it is to 
deny the possibility of pervasive lack of reasoning competence. “[N]othing 
in the existing literature on cognitive reasoning, or in any possible future 
results of human experimental enquiry could have bleak implications for 
human rationality, in the sense of implications that establish a faulty 
competence. At best experimenters in this area may hope to discover 
revealing patterns of illusion. Often they will only be testing subjects’ 
intelligence or education. At worst they risk imputing fallacies where 
none exist” (p. 330). 

Cohen likens his use of the distinction between competence and 
performance in reasoning to that employed by Chomsky in the context 
of linguistics. Competence in both cases refers to what people can do, 
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and performance refers to what they actually do in specifi c situations. 
Chomsky (1957, 1965)  equates linguistic competence with one’s knowl-
edge of language and performance with one’s use of language, and holds 
that competence typically is not fully revealed by performance because 
performance is determined not only by one’s knowledge of the language 
but by a variety of other factors as well.

As the distinction is applied to thinking, one is said to be competent 
with respect to a specifi c principle of reasoning if one is able to apply 
that principle correctly in at least some everyday situations. Having the 
competence to apply a principle, however, does not mean that one will 
always be able to articulate the principle or even that one will invari-
ably apply it correctly in every situation in which it would be appropri-
ate. It is assumed, however, that when people of normal intelligence do 
something irrational and the irrationality of the behavior is explained to 
them, they will readily comprehend the diffi culty, thanks to the compe-
tence of their intuitions. 

On the face of it, the distinction between competence and perfor-
mance seems an eminently reasonable one. Most of us would probably 
agree that people’s performance does not always match their competence 
exactly, and that this is true no matter what their level of competence 
is. It seems obvious that it is possible for one to perform a task—perhaps 
because of lack of interest or effort—below the level of one’s ability. It 
seems likely too, that people may be able, on occasion, to perform above 
their ability, perhaps by chance, at least for short periods of time. If this 
were the whole story regarding the distinction between competence and 
performance in the context of discussions of human reasoning, the dis-
tinction would not be a contentious one, but there is more to it than 
this.

It is not just that competence is assumed to be correlated imperfectly 
with performance, but that the logical competence is assumed to be high 
and more or less the same for everyone. This assumption is essential, 
it is argued, if we are to make sense of the fact that people can under-
stand one another’s reasoning: “different logics for my idiolect and yours 
are not coherently supposable” (Cohen, 1981, p. 322). It follows from 
this assumption that what might appear to be evidences to the contrary 
should invariably be attributed to failures of performance. 

The distinction between competence and performance is made also 
by Macnamara (1986), who contends that it is this distinction that permits 
logic’s errorless ideals and the fact of logical blunders to be encompassed 
by a single theory of mind. He defends the thesis that “a logic that is true 
to intuition in a certain area constitutes a competence theory for the cor-
responding area of cognitive psychology” (p. 22). By competence theory he 
too means something similar to what Chomsky means by the term in the 
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area of language. As Chomsky attributes ungrammatical utterances to 
such factors as slips of attention or limitations of short-term memory, as 
opposed to linguistic incompetence, just so Macnamara attributes logical 
errors to performance factors as opposed to faulty mental logic. 

An unusual response to the proposed distinction between compe-
tence and performance comes from Smedslund (1981) who argues that all 
performance should be considered rational, in the sense of being a logi-
cal consequence of one’s momentary premises. The failure of an experi-
mental task that demands logical performance should be interpreted, on 
this view, as resulting from inadequate communication between experi-
menter and subject. “An experimental procedure that results in apparent 
irrational behavior must be regarded as inadequate” (p. 352). This view 
resolves any diffi culties that stem from the competence-performance 
distinction, but its tenability is doubtful in the light of the many evi-
dences that people are capable of performing illogically even when great 
care has been taken to ensure the adequacy of communication between 
experimenter and subject—which is not to deny that inadequate com-
munication may be the culprit in many cases. 

The distinction between competence and performance, as applied 
to reasoning—more specifi cally, the idea that most or all of the claimed 
evidences of incompetence can be attributed to failures of performance 
only—has been strongly criticized (e.g., Einhorn & Hogarth, 1981b; 
Evans & Pollard, 1981; Stanovich & West, 2000a, b; Stich, 1990; Stich & 
Nisbett, 1980). (It has been criticized also as applied to linguistics where, 
allegedly, it has been used “to protect linguists’ theories against refu-
tation, by permitting observations contradicting the theories to be dis-
missed as ‘performance effects,’ while those that confi rm the theories 
are taken as a true refl ection of a speaker’s ‘competence’” [Sampson, 
1981, p. 350].) Several critics have pointed out that inasmuch as any 
instance of defective reasoning can be attributed to some determinant of 
performance other than competence, a faulty competence can never be 
established from observation of faulty performance (Einhorn & Hogarth, 
1981b; Evans & Pollard, 1981; Johnson-Laird & Byrne, 1993); this makes 
the distinction of little interest from a scientifi c point of view. 

Evans and Pollard (1981) argue that it is inconsistent to refuse to 
take instances of illogical performance as evidence of logical incompe-
tence but then to accept instances of logical performance as evidence of 
logical competence; the appearance of competence, they point out, may 
be as illusory as that of incompetence. And they note that if the distinc-
tion between competence and performance is accepted, one must distin-
guish too between rational behavior and desirable behavior, inasmuch as 
some of the behavior that would pass for rational by Cohen’s defi nition is 
likely to have undesirable and costly effects. 
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Evans (1982, 1989) argues too that the evidence that people are 
logically competent is very slim. He suggests that the explanations that 
have been proposed to account for what everybody agrees is illogical per-
formance on syllogistic reasoning tasks have been somewhat paradigm-
specifi c. While consistent results may have been found within paradigms 
and plausible models or explanations have been proposed to account for 
those results, the explanations do not carry well across paradigms. 

Stich (1990) also rejects the idea that people have reliably sound 
intuitions about rules of inference, and maintains that careful investiga-
tion of the intuitions that lie behind faulty performance will often reveal 
those intuitions to be faulty as well. If, for example, people who appear 
to refl ect some version of the gambler’s fallacy in their reasoning about 
games of chance are interrogated about the beliefs on which their perfor-
mance is based, it will be found that in many cases their beliefs are con-
sistent with their performance. Many people really believe, for example, 
that the likelihood of a toss of a seven with a die, say, increases with the 
number of consecutive nonsevens that have been tossed. 

The evidence that people do, sometimes, understand the logical 
requirements of a reasoning task and yet fail to apply them is compelling 
(Wason, 1969; Wason & Johnson-Laird, 1970; Wason & Golding, 1974). 
Even Evans (1989), who rejects the idea that the logicality of thought can 
be preserved by an appeal to the distinction between competence and 
performance, arguing that evidence of impressive competence is sparse, 
acknowledges that people often understand logical principles that they 
fail to apply. “[R]easoning and judgmental errors are very common in 
observed performance relative to the competence which people can be 
shown to possess. People can reason out the answer to syllogisms, for 
example, but frequently fall prey to a syntactic or semantic source of bias. 
Intuitive statistical judgments can, under favorable conditions, take heed 
of the law of large numbers or even base rates, but all too often fail to do 
so. People understand the logic of falsifi cation of hypotheses but often 
cannot fi nd the appropriate strategy to achieve this, even when exhorted 
by instructions. People understand the essential truth conditions of con-
ditional sentences but cannot apply this knowledge to solution of the 
selection task” (p. 109). 

Osherson (1995) considers the possibility that, at least in the con-
text of probabilistic reasoning, people may have the potential to reason 
coherently, even though they often reason in ways that are probabilisti-
cally incoherent, and cites work of Nisbett, Krantz, Jepson, and Kunda 
(1983) and Gigerenzer and Murray (1987), among others, as supportive 
of this idea. He rules out the possibility of complete probabilistic coher-
ence, however, on the grounds that its realization would require compu-
tational capabilities far beyond what human beings have available. This 
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being so, one has no alternative but to resort to reasoning heuristics that 
are easy to apply but suboptimal from a theoretical point of view” (p. 68). 
But, he suggests, the fact is we make use of such heuristics not only in 
situations that require their use but also often in those in which coherent 
reasoning would be possible and preferable. 

Cohen (1981) attributes some of the experimental evidences of 
faulty reasoning to the creation by experimenters of “cognitive illusions” 
that prompt people to engage in forms of reasoning that they would read-
ily recognize to be invalid upon a few moments of refl ection. Diaconis 
and Freedman (1981) contest the claim that the cognitive illusions to 
which Cohen refers are dispelled by brief refl ection and make the coun-
ter claim, based on experience in teaching probability and statistics to 
college students, that such illusions exist, are very resistive to change by 
education, and even occur and recur among experts. Stein (1996) con-
tends that the idea that every possible divergence from a normative prin-
ciple of reasoning can be considered simply an error of performance, as 
distinct from evidence of incompetence, is, in effect, an “immunization 
strategy” protecting the assumption of prevailing rationality from any 
possible empirical refutation. Stanovich (1999) argues that the evidence 
is inconsistent with the assumption that people have a perfect rational 
competence that is obscured only by performance errors and computa-
tional limitations, and favors the view that some human behavior must 
be considered systematically irrational when what can be attributed to 
such factors has been taken into account.

To be sure, many of the ostensible demonstrations of irrational-
ity have been criticized by researchers who have found them less than 
compelling for a variety of—especially methodological—reasons, but, as 
Shafi r and LeBoeuf (2002) note in their review of much of this work, the 
objections that have been raised to the claims that people’s reasoning 
often is irrational in systematic ways are themselves less than compelling 
in many respects. “Deviations from the criteria of rational judgment and 
choice cannot be seen as mere ‘performance errors.’ These deviations 
are far too systematic, both within and across individuals, to be consid-
ered randomly distributed. The systematic biases persist in the face of a 
variety of attempts to increase incentives as well as other motivational 
factors. The biases are exhibited by experts as well as novices and cannot 
be dismissed as random artifacts attributable to trivial uninteresting, or 
unrepresentative tasks” (p. 503).

Implicit in the distinction between competence and performance is 
the assumption that we may be more competent to make rational judg-
ments than our performance in situations that require reasoning often 
demonstrates. We often perform below our potential; we are less ratio-
nal in our behavior than we could be if we were motivated to behave as 
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rationally as possible. Perkins (2002) argues that people cannot reason 
entirely in accordance with standard logic because of limitations of com-
putation, intelligence and understanding, but that they also often fail to 
attain the degree of logicality that is within their ability to attain. One 
of the more obvious challenges to further research on the question of 
how logic relates to human reasoning is that of determining why people 
sometimes fail to apply to reasoning tasks logical principles that they 
appear not only to understand but to realize are relevant to the task. 

One would like to know the extent to which this failure to apply 
logical competence is a failure of effort—a consequence of not thinking 
hard enough about reasoning problems, of taking minimally-effortful 
paths to quick, if uncertain, solutions—as opposed to a genuine inabil-
ity, despite effort, to tap one’s competence in specifi c situations. To the 
extent that one’s competence is inaccessible, we might question whether 
it should be considered competence, but we know that specifi c knowl-
edge sometimes can be accessible under some conditions and not under 
others, and there is little reason to believe that this does not apply to 
knowledge of reasoning principles as well as to knowlege of other kinds. 
The question is an important one, because the answer has implications 
for how one would go about trying to increase the extent to which peo-
ple apply the reasoning competence they have. 

An explanation that has been proposed of why people sometimes 
do not reason strictly in accordance with logical principles that they 
understand is that they apply to reasoning problems experience-based 
knowledge they have about the problem situations. Oaksford and Sellen 
(2000) give the following example: “take the rule, if you turn the key the 
car starts. If I believe that the car won’t start because it is out of fuel, or 
the ignition is broken, and so on, then I might be less willing to conclude 
that the car starts on learning that the key has been turned (MP [modus 
ponens]) or that the key has not been turned on learning that the car has not 
started (MT [modus tollens])” (p. 691). The idea that people sometimes fail 
to make strictly logical inferences on laboratory reasoning tasks because 
they know that, in real life, exceptions to the logically-determined con-
clusions are available gains some credence from Oaksford and Sellen’s 
fi nding that people who rank high on a schizotypy scale make more MP 
and MT inferences than do people who rank low on such a scale, schizo-
typic thinking being characterized by lack of attention to exceptions. 

Stanovich (1999) raises the interesting question of what would be 
gained, from a practical point of view, if the case for the Panglossian posi-
tion that people are rational could be established and all the ostensible 
evidences to the contrary accounted for in terms of the competence/per-
formance distinction. “All of the interesting practical consequences will 
be on the performance side of the competence/performance divide. If the 
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Panglossians succeed in preserving perfectly rational competence, it will 
be a pyrrhic victory because by the time they have abstracted away all of 
the differing task construals, all algorithmic limitations, all variation in 
epistemic goals, and a host of other things, we will indeed have identifi ed 
an abstract reasoning competence with no variability—but the variabil-
ity in performance factors will in fact be the primary thing that we want 
to explain” (p. 217). For practical purposes, it matters little whether one 
comes to hold false beliefs because of faulty reasoning or faulty use of 
language. Moreover, the kinds of diffi culties in language interpretation 
that have been hypothesized to account for what appear to be errors of 
reasoning might, in some cases, be attributed to faulty habits of thought: 
if I consistently interpret “All A are B” to mean also “All B are A,” might 
one not be as justifi ed in saying that I do not reason clearly as in charac-
terizing my problem as faulty language use?

The distinction between competence and performance, whatever 
its merits, makes unclear what might be taken as convincing evidence 
that people do not naturally think logically. Competence—or incompe-
tence—is revealed only through performance, but inasmuch as lack of 
competence is only one of many conceivable causes of poor performance, 
any instance of poor performance is likely to have a variety of possible 
explanations. It is for this reason that O’Brien (1993) can argue that nei-
ther failure to solve complex reasoning problems nor evidence of effects 
of content on logical reasoning should count against mental logic. 

A major methodological impediment to the study of the role that 
logic plays in reasoning stems from the inscrutability of the reason-
ing process. The fact that one has come to a conclusion that could have 
been inferred logically does not mean that one arrived at the conclusion 
through a logical inference or chain of such inferences. Conclusions that 
appear to be logically valid inferences can be made by the application of 
knowledge of content-specifi c or situation-specifi c rules (Griggs & Cox, 
1982; Manktelow & Evans, 1979; Reich & Ruth, 1982). Some investi-
gators have argued that, typically, when people draw what appear to 
be logically sound conclusions, they do not use logic to do so; rather 
they use inferential schemas that produce results that happen to coincide 
with those that would be produced by formal logic (Holland, Holyoak, 
Nisbett, & Thagard, 1986). Others have made similar arguments regard-
ing the use of pattern recognition (Margolis, 1987) or mental models 
(Johnson-Laird, 1983; Johnson-Laird & Bara, 1984; Johnson-Laird & 
Byrne, 1991; Johnson-Laird & Steedman, 1978) to generate answers to 
reasoning problems that correspond to those that would be produced by 
the application of logic.

Do people generally have greater logical competence than their 
less-than-impressive performance of tasks that call for reasoning often 
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demonstrates? The question of whether people think logically—perhaps 
better, the question of the extent to which their thinking is affected by 
logic—must be considered still an open one, despite the many studies 
that have been addressed to it. An alternative to the assumption of uni-
versal competence is the view that people possess a degree of competence 
with respect to specifi c aspects of reasoning, such as the ability to reason 
in accordance with at least some of the rules or logic or with certain prin-
ciples of statistics, but that different people are competent to different 
degrees and that the evidence does not justify the assumption of a broad 
high-level competence for reasoning that is shared by all unimpaired 
members of the culture (Jepson, Krantz, & Nisbett, 1983). In my view, 
the evidence supports the conclusion that most people do have a con-
siderable amount of logical competence, which can be tapped under the 
right circumstances and often simply as a consequence of induced effort. 
This competence is limited, but we frequently, perhaps typically, do not 
make the effort to exercise that which we have. How education might be 
used to improve upon this situation is a question of considerable practical 
signifi cance.

Other researchers have made distinctions that are similar in some 
respects to the distinction between competence and performance. The 
distinction between two general types of human error, mistakes and 
slips, proposed by Norman (1981) is a case in point. Somewhat analo-
gous to this distinction, in the domain of reasoning, is Kahneman and 
Tversky’s (1982) distinction between errors of comprehension and errors 
of application. A failure of comprehension is said to occur when one does 
not recognize the validity of a rule of good reasoning; an error of appli-
cation connotes failure to apply a rule as appropriate even though one 
understands the rule. The fact that individuals sometimes fail to apply a 
particular rule that they understand does not mean that they invariably 
will fail to do so. If people sometimes violate a specifi c statistical prin-
ciple in a choice situation, it does not follow that they will fail to solve 
correctly all problems to which that principle applies. 

These distinctions—between competence and performance, 
between mistakes and slips, between errors of comprehension and errors 
of application—are conceptually meaningful and empirically defensible. 
They do not seem to me, however, to deal adequately with the fact that 
people’s intuitions about rationality differ. To be fair, I should note that 
only one of these distinctions—that between competence and perfor-
mance—was put forth for that purpose. What that distinction fails to do 
is account for the fact that people sometimes insist that their behavior, 
which has been judged by someone else to be irrational, is, indeed, ratio-
nal. That is to say, it does not deal with the situation in which differences 
in intuitions seem to persist despite efforts to reconcile them. 
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The practical signifi cance of the distinction between competence 
and performance has been questioned on the grounds that the practical 
challenge is that of improving performance in any case. On the other 
hand, how one would go about attempting to decrease the pervasiveness 
of systematic reasoning errors might depend on whether one assumed 
the existence of an underlying competence that could be exploited or the 
need to create competence where it does not exist.   

The distinction between competence and performance has an impli-
cation for research methodology that deserves some emphasis. Research-
ers should be clear as to whether their intent in any given experimental 
situation is to determine what people typically do in similar situations or 
what they are capable of doing when working at the limits of their capacity. 
When the latter is the intent it is imperative to ensure that people under-
stand completely the task they are being asked to perform and that they 
are motivated to do their best. When these conditions are not met, there 
is good reason to question whether their performance should be taken as 
an indication of their competence with respect to that task. 

Pragmatic rationality

It is the satisfaction of very general criteria, such as comprehensiveness, 
simplicity, and fertility in further development, which should be the dis-
tinguishing mark of a truly rational inquiry. (Polkinghorne, 1991, p. 7)

There are several distinctions in the literature that might be considered 
variants of the distinction between theoretical rationality—the kind 
of rationality that requires adherence to some system of logic, internal 
consistency among beliefs, and so on—and practical or pragmatic ratio-
nality—the kind or rationality that helps human beings, with their capa-
bilities and limitations, effectively make their way in the world. Some 
would argue that it is the latter type of rationality that should be our 
major concern. As Willard (1995) colorfully puts it: “the image of pristine 
logic uncontaminated by human frailties is a poor idealization of ratio-
nality. Anyone can be rational in a hypothetical state of grace—with the 
luxury of refl ection, freed from prejudice, social pressures, time limits, 
and information shortages. But we live our lives shackled to these frail-
ties. People must be rational, not in their armchairs but amid the swirl of 
society, the clamor of competing advocates” (p. 156).

Some theorists contend that we are rational in the practical sense 
of forming beliefs and selecting patterns of action that are generally 
optimal, or at least effective, in that they assure our survival and serve 
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our own self interests about as well as possible given the limitations of 
our cognitive resources. Lycan (1988) is a case in point, as is Anderson 
(1990), and perhaps Simon (1957), Wilson (1978), Cherniak (1986), Har-
man (1986), Dennett (1987), and Margolis (1987). “[T]he human species 
would hardly have thrived if our brains routinely deceived us. So we 
should expect to fi nd that our intuitive sense of a situation is usually 
sound . . . even though the existence of illusions shows that it is not 
always sound” (Margolis, 1987, p. 13).  

It was noted in chapter 6 that “explanationism,” as described by 
Lycan (1988) takes the position that the goal of the rational thinker 
should be to accept as most probably true the hypothesis, among com-
peting alternatives, that best explains the facts—with maximal simplic-
ity, explanatory scope,  and testability, and minimal residual mess. As to 
why theories that have these characteristics should be preferred to those 
that do not, Lycan argues that such preferences will promote the forma-
tion of beliefs that are more useful than those that would be promoted 
by preferences of other kinds. Considering the constraints of our shape, 
size, and biochemical composition, and the fact that much of the capacity 
of our brains must be devoted to noncognitive processes, there are non-
trivial limits to what can be used for higher brain functions. It is neces-
sary, therefore, that the basic mechanisms that are to help us form useful 
beliefs about the world be few in number and effi cient, even if at some 
cost in reliability and detail. Given these assumptions and constraints, 
we would expect to have been designed to prefer simpler hypotheses 
to more complex ones (not, Lycan notes, because nature is simple, but 
because simplicity is essential to our coping), to prefer hypotheses of 
greater explanatory power to narrower ones (one hypothesis of broad 
scope is easier to deal with than several of narrow scope), and so on.

The preferences with which we fi nd ourselves—for explanatory 
theories that satisfy criteria like those mentioned—have survival value, 
according to this view. They do not guarantee that we will arrive only 
at true beliefs, but they ensure that, on balance, the beliefs we come to 
hold support our continued existence and progress as a species, or at least 
they have done so in the past. A similar argument is made by Anderson 
(1990), who holds that much can be learned about human cognition, not 
by looking at what is going on inside the head, but by trying to determine 
what would be effective behavior given human goals and the environ-
ment in which the behavior takes place. 

The equating of adaptability with rationality has been contested by 
Stich (1985, 1990), among others, on the grounds that many species have 
proved to be adaptive, but we do not attribute rationality to them for 
that reason. On the other hand, the accomplishments of human beings 
that would seem to be the direct consequence of an ability to reason are 
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qualitatively different from those of any other species. Indeed the ability 
of humans to do mathematics, create music, and do science are seen by 
some as problematic for attempts to explain cognition in strictly adapt-
ability terms. Barrow (1991) poses the problem this way: “Why has the 
process of natural selection so over-endowed us with mental faculties 
that we can understand the whole fabric of the Universe far beyond any-
thing required for our past and present survival?” (p. 173). 

As already noted, Davies (1992) too expresses puzzlement in the 
fact that we are capable of doing science, given that “human intellec-
tual powers are presumably determined by biological evolution, and 
have absolutely no connection with doing science” (p. 149). From where, 
in particular, he asks, comes our fascination with and propensity for 
abstract mathematics? Where is the survival value of this propensity? 
Davies refers to the fact that the human brain has acquired its extraor-
dinary mathematical ability as a surprise and a deep mystery. Why the 
“enchanted loom,” as Sherrington (1906) referred to the human brain, 
got to be what it is with the ability to weave the patterns it does, which 
appear to be much more diverse and intricate than is required for sur-
vival represents to many observers a puzzle that adaptability does not 
explain.

How Do We Decide What Is Rational?

[E]ven the most analytical line of argument must rely ultimately on intu-
ition (axioms, simplifying assumptions, defi nitions, etc., which appeal 
eventually to an intuitive conviction of reasonableness). (Margolis, 1987, 
p. 82)

Is it rational to work against one’s own self-interests, to accept uncriti-
cally what others say, to fail to discount sunk costs, to play long odds, 
to discount the future sharply, to behave by rule? Is it rational to hold 
inconsistent beliefs, or to be defensive about the beliefs one holds? Must 
one be intelligent or knowledgeable to be rational?  Is rationality essen-
tially the same thing as wisdom? It should be clear by now that such 
questions can seldom be adequately answered with an unqualifi ed yes 
or no. Behavior that is irrational for one person may be rational from the 
perspective of another whose knowledge, beliefs or values differ. 

I do not mean to suggest that there are no standards or norms, 
and will attempt to make a case for a specifi c view of what it means to 
be rational; however, I do want to argue that rationality is a complex 
concept and that the fi nal court of appeals on the question of what con-

□
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stitutes rationality must be human intuition. But it is the case, is it not, 
that our intuitions sometimes are wrong. Certainly science has come 
up with many counterintuitive discoveries, especially in this century. 
Mathematicians have sometimes shown even quite strong intuitions to 
be incorrect and have used counterintuitive proofs to do so. Do these 
facts not undermine the claim that intuition must be the fi nal judge of 
what is rational?

I think the answer must be no. When we accept a counterintuitive 
discovery that science has made, our intuitions are changed as a con-
sequence of new knowledge that we have acquired. The belief that the 
world revolves about the sun was counterintuitive to people who knew 
no more about the universe than what they immediately perceived. To 
us who have a wealth of information available regarding the structure of 
the solar system, in addition to that that we get by direct observation, it 
is not counterintuitive at all. Many of the ideas that are entertained by 
modern-day particle physicists are surely counterintuitive to most of us; 
however, when such an idea is accepted by an individual as the best pos-
sible account of some aspect of reality, given the current state of knowl-
edge about it, we must assume that for that individual the idea that we 
fi nd counterintuitive has become more acceptable, intuitively, than any 
of the alternatives available.

A similar argument applies to intuitively obvious mathematical 
ideas that are shown, by counterintuitive proofs, to be false. How can 
one become convinced that a counterintuitive proof should be accepted, 
except by satisfying oneself that the argument is sound? And to what 
does one appeal, other than to one’s intuitions, to make that determina-
tion? If your answer is, one must appeal not to one’s intuitions but to 
the rules of logic, I will ask, how does one know which rules of logic to 
accept?

When presented with the question of whether there are more inte-
gers than even integers, our fi rst intuition might be to say yes, because 
for any string of consecutive integers that we imagine, only every other 
one is even. On the other hand, we might be convinced that there are 
equally as many even integers as integers on the grounds that every inte-
ger can be multiplied by 2 to generate its double. Mathematicians readily 
accept the argument that the two sets are of equal size because the even 
integers can be put into one-to-one correspondence with the integers,

  1,  2,  3,  4,   5,   6,  7, . . . . .
  2,  4,  6,  8, 10, 12, 14, . . . . .

and that no matter how long the fi rst sequence gets, the second one will 
always be able to keep up with it. 
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This example is, to a degree, a matter of defi nition. One way to 
defi ne an infi nite collection is as a collection that contains, as parts, 
other collections that have as many items as it has (as Dedekind did). 
Whether one fi nds this defi nition of an infi nite collection acceptable is 
itself at least partly a matter of intuition. Infi nity is a diffi cult concept 
and has been recognized to be such at least since the days of the classical 
Greeks and Zeno’s famous paradoxes. We may defi ne the term in various 
ways; what we will fi nd acceptable may depend on the uses to which the 
concept is to be put. What infi nity really is is beyond our knowing; the 
best we can do is attempt to come up with defi nitions that will be intui-
tively acceptable if not compelling.

But the use of mathematics can produce results, it is claimed, 
that are beyond our intuitions but that we believe nevertheless. Hahn 
(1933/1956a) argues, for example, that although a rigorous proof can be 
given that a trajectory of a moving point can be defi ned that will take 
the point through all the points enclosed by a square, “[t]his motion can-
not possibly be grasped by intuition; it can only be understood by logi-
cal analysis” (p. 1966). Granting Hahn’s claim that the defi ned motion 
cannot be grasped intuitively does not make our acceptance of the proof, 
assuming we accept it, any less intuitively based; we accept the proof 
only if doing so is more consistent with our intuitions than is rejecting 
it.

Hahn claims that mathematicians have lost their confi dence in 
intuition and abolished it from their domain. “Because intuition turned 
out to be deceptive in so many instances, and because propositions that 
had been accounted true by intuition were repeatedly proved false by 
logic, mathematicians became more and more skeptical of the validity 
of intuition. They learned that it is unsafe to accept any mathematical 
proposition, much less to base any mathematical discipline on intuitive 
convictions. Thus a demand arose for the expulsion of intuition from 
mathematical reasoning, and for the complete formalization of math-
ematics. That is to say, every new mathematical concept was to be intro-
duced through a purely logical defi nition; every mathematical proof was 
to be carried through by strictly logical means” (p. 1970). But this is tan-
tamount to kicking intuition out the front door and then rushing around 
to let it in the back one, albeit without recognizing the backdoor entrant 
for what it is. If there were some good reason to believe that logic is not 
intuitively based, then the banishment of intuition from mathematics 
might make sense, but I know of none.

The claim that we must fall back fi nally on our intuitions does not 
entail the assumption that our intuitions are infallible, or even that they 
are unchangeable. It does not rule out the possibility of sometimes fi nd-
ing intuitive ideas in confl ict and having to give one precedence over 
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another—just as we sometimes fi nd ethical ideas in confl ict and have to 
decide which to observe in the situation. It involves only the recognition 
that there is no other court of appeal. If there were, we would have to 
decide whether we should avail ourselves of it, and on what basis would 
we do that?

One does not get away from intuition by axiomatization. In accept-
ing an axiomatic system, one not only accepts the axioms but the logic 
by which the implications of the axioms are derived. If the system is 
intended to be used to represent reality in some way, one must decide 
whether one is willing to accept the axioms, which is to say, one must 
decide, to the best of one’s ability, whether the axioms do in fact refl ect 
reality. And, in any case, if one wishes to make the implications of the 
axioms explicit, one must decide, at least tacitly, what rules of logic are 
to be used in their explication.

The idea that intuition must be the last court of appeal for any theory 
of rationality has been championed by Cohen (1981), among others. The 
idea has many critics, some of whom recognize a role for intuition, but 
who qualify that role in various ways. Kahneman (1981) acknowledges 
the force of the argument that normative theories of rationality must 
derive their authority ultimately from human intuition—”one of the cri-
teria for a norm of thought and action must be that reasonable people 
will want to obey it”—but he contends that “it is improper to argue, as 
Cohen does, from this general belief in human rationality to a belief 
in the rationality of any notion for which a majority can be found” (p. 
340). Kyburg (1981) contends that the objective, in developing norms of 
rationality, should not be “to honor all intuitions indiscriminately—even 
in qualifi ed form—but to reduce collections of intuitions to a relatively 
small number of very basic intuitions from which others can be derived” 
(p. 342). Richards (1996) notes that “if there is a single distinguishing 
characteristic of commitments to rationality and science, it is a refusal to 
take unrefi ned intuitions as the end of any matter” (p. 405). 

An obvious, and powerful, objection to the idea that intuition 
must be the last court of appeal for any theory of rationality is based 
on recognition that people’s intuitions differ on the question of what 
should be considered rational. One response to this objection is to hold 
that only the intuitions of people who are qualifi ed to have an opin-
ion should count. But there are at least two obvious objections to this 
proviso. First, is the problem of determining who should be considered 
qualifi ed to have an opinion that counts—or regarding what the quali-
fi cations should be. Solving this problem encounters the same diffi culty 
as does the problem that is to be solved: who is qualifi ed to decide who 
is qualifi ed? And so on ad infi nitum. In practice, what seems to hap-
pen is that people who consider themselves qualifi ed simply identify 
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themselves as such and make pronouncements. But the second problem 
is that, even assuming the fi rst problem of deciding who is qualifi ed 
to have opinions that count can be identifi ed, there is little reason to 
expect all the members of any such group, unless carefully self-selected 
on the basis of shared intuitions, to have precisely the same intuitions 
regarding the question of interest. 

In short, one must appeal to ones’ own intuitions, in the fi nal anal-
ysis, to answer the question of what is rational, because there is nowhere 
else to turn. Inasmuch as people’s intuitions may differ on particulars, 
we are each of us on his own; you must appeal to your intuitions, I must 
rely on mine. We may both look to experts—to those whom we believe 
to be experts—for help, but inasmuch as those experts are not all likely 
to agree, we must look to ourselves to decide which of them to believe. 
Even if the experts did agree, we would have to decide whether to accept 
their claims of being qualifi ed to tell us what is rational and what is not. 
There is no escaping one’s personal responsibility in this regard. Believe 
what you will, but justify what you believe, not by what others—parents, 
teachers, political leaders, philosophers—claim to believe, but by what 
the evidence that you personally fi nd compelling dictates. 

The idea that people’s intuitions about rationality really differ, even 
when one looks beneath the surface of performance differences that can 
be attributed to carelessness or lack of adequate thought, is a problem 
to anyone who wants to argue, as I do, that one’s intuitions must be 
the fi nal court of appeal regarding questions of what constitutes ratio-
nal thought or action. I suspect that people’s intuitions will be found to 
be very similar, for the most part, when they are probed in depth, else 
discourse would be more diffi cult than it is. On the question of whether 
people are logically competent, my own view is that most human beings 
of normal intelligence share the same intuitions at a relatively deep level 
and that they, therefore, possess a common inherent potential for logical 
competence. These intuitions can be suppressed by learned patterns of 
illogical or alogical thinking, and if these patterns have become deeply 
entrenched from long use, they may be very diffi cult to modify; but I 
believe that, in most cases, even deeply buried intuitions may be acti-
vated by refl ection and that people of good will have good reason to 
expect that honest efforts to reason together will produce some conver-
gence of views. So even when we are convinced that fundamental differ-
ences in views exist, we can work to resolve them, with some reasonable 
hope of success. And if we are left with irresolvable differences, so be it; I 
see no way of avoiding the problem. I cannot rely on your intuitions, nor 
can you rely on mine; each of us must believe what we, as individuals, 
fi nd believable. 
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Principles of Good Reasoning

Instead of taking things for granted, one begins to think for oneself, and 
this is the beginning of serious responsibility. (Jaspers, 1952, p. 55) 

The question of what constitutes rational beliefs or behavior should be 
of concern not only to philosophers, anthropologists, sociologists, psy-
chologists, or scholars of one or another stripe; it should be of central 
concern to each of us. How should I spend my time? What books should 
I read? What should I think about? What friendships should I cultivate? 
How should I bring up my children? (I want them to be independent 
and to reason for themselves—not to be clones of me—but I am far from 
indifferent regarding the values they acquire and the kinds of people 
they become.) How do I judge the credibility of what I read in, or hear 
from, the media? How do I decide what to believe?

Rationality is rationality from some point of view. To the extent that 
a particular view of rationality has been favored—explicitly or implic-
itly—in this book, it is, of course, my view. I have tried to consider and to 
report what many people have said about various aspects of rationality. 
My own view has undoubtedly been shaped, to no small degree, by this 
review. I wish now to try to make that view explicit. I do not claim that 
this is the only view that can be held, but only that it is the one that I 
wish to promote. 

Being rational means being a good reasoner. But what does it mean 
to be a good reasoner? There seems to be a tacit assumption underlying 
much of the discussion about teaching thinking that all good thinkers 
can be represented by the same description. This assumption is worth 
some refl ection. Suppose we were to attempt to come up with a set of 
characteristics that all good reasoners—all rational people—would have 
in common, which is to say a list of characteristics that, as a set, defi ne 
what it means to be a good reasoner. Would this set have many charac-
teristics or few? Given the multifaceted nature of reasoning, should we 
perhaps admit the possibility of fi nding two people both of whom we 
would consider to be good reasoners who share few characteristics or 
conceivably even none? 

Can we identify a set of characteristics that we would consider 
necessary though perhaps not suffi cient to good reasoning? Or might 
we identify more than one set, any of which would be suffi cient but 
not necessary? The latter possibility is consistent with the view that dif-
ferent people can be good reasoners in different ways. Are there some 
characteristics of good reasoning that are independent of the domain in 

□
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which the reasoning is done? Are there principles that are common to 
reasoning in mathematics, science, law, medicine, history, and everyday 
affairs? Are there justifi able claims that can be made about the limita-
tions of reasoning that apply generally?

My own position on these matters is that it is possible to produce a 
list of characteristics that, as a set, represent a good reasoner in more or 
less the sense of a platonic ideal. I believe also, however, that people need 
not fi t this ideal perfectly to be considered good reasoners in a practical 
sense and that not all good reasoners, again in a practical sense, will fi t 
it in precisely the same way. I believe further that there are general prin-
ciples of good reasoning that are independent of the context in which, or 
the purpose for which, the reasoning is done. These are principles that 
hold in mathematics, in science, in other disciplinary contexts, and in 
everyday life. In what follows, I try to articulate some of those principles, 
all of which have been discussed in preceding sections of this book. 

The principle of local internal consistency

Contradictory beliefs should not be lightly entertained. Assurance of 
complete consistency among beliefs is too much to expect of fi nite beings, 
but one should attempt to resolve contradictions that one becomes aware 
of—especially those involving beliefs that matter. This principle rests 
on two assumptions: (1) that truth is consistent and (2) that we want—
should want—to hold beliefs that are true. Consistency among beliefs 
is not a guarantee that those beliefs are true, but inconsistency, on the 
fi rst assumption, guarantees that one or more are false, and this, on the 
second assumption, is undesirable, especially when the beliefs involved 
are important to us.

The principle of openness to evidence and criticism

Rationality has to do with deciding what to believe. Independently of 
the context—whether it be science, law, history, philosophy, religion, 
or a mundane matter of daily life—the problem is that of obtaining and 
weighing evidence. The criteria for credibility are arguably the same 
in every context. In all cases, one should hold a belief with whatever 
strength the total relevant evidence at one’s disposal warrants. This is 
what it means to be intellectually honest.

We are responsible for doing what we can to make our beliefs con-
sistent with reality. If we believe X because we want to believe X and 
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have refused to consider evidence against X, our belief of X can reason-
ably be considered an irresponsible—and irrational—belief. And this is 
so independently of whether or not X is true. 

Being rational means recognizing one’s own fallibility. It means 
being open to new ideas, to new perspectives, to changes of mind—
though not so open as to be swayed always by the last persuasive argu-
ment one has heard or read on any given topic. It means also giving due 
respect to beliefs or opinions that one has formed in a thoughtful way 
over time, even if all of the reasons for those beliefs or opinions can-
not be articulated immediately on demand. And it means being willing 
to defer judgment—to acknowledge the inconclusiveness of evidence on 
specifi c matters, when it is so.

The principle of trial by exposure

A scientifi c hypothesis or theory gains credibility to the extent that it 
survives concerted efforts by competent scientists to discredit it. Accep-
tance of a mathematical theorem increases as attempts by competent 
mathematicians to show it to be invalid fail. Neither a theory not a theo-
rem that is not exposed to scrutiny and criticism is likely to be taken very 
seriously by scientists or mathematicians. In general, ideas that have sur-
vived the best efforts of critics to show them to be false make more com-
pelling claims on us than ideas that have never been put to such a test. 

This principle should apply in everyday reasoning as well as in sci-
ence, mathematics, and other disciplinary contexts. Application of it here 
means bucking what appears to be a rather strong tendency that we have 
to protect our beliefs against criticism. It is not enough that we be critical 
of the ideas of others or even that we expose our ideas to the criticism 
of others; good reasoning requires that we attempt to be critical of our 
own ideas ourselves. I see this as an especially important principle both 
because we seem not to be naturally predisposed to apply it and because 
failure to apply it may be at the root of many social and interpersonal 
problems. 

The principle of obligatory effort

Passive rationality is a contradiction in terms. To reason well requires 
effort—signifi cant effort on a continuing basis. In particular, rationality 
involves the obligation, not only to weigh evidence as impartially as pos-
sible, but to seek evidence that may not be ready at hand. It involves more 
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than selection from among ready-made decision alternatives according to 
some normative principles of choice, more than evaluating competently 
the arguments one happens upon. It means accepting responsibility for 
the adequacy of one’s own knowledge base to inform decisions one must 
make in the various roles one assumes. This includes knowledge about 
capabilities and limitations of human beings in general and about one’s 
own idiosyncratic strengths and limitations in particular.

The phenomenon of information cascades (Bikhchandani, Hirsh-
leifer, & Welch, 1992, 1998) and the herd behavior to which it can lead 
(Banerjee, 1992) should convince us of the importance of being individ-
ually well-informed with respect to decision issues that matter to us.  The 
tendency for copy-cat behavior to vary inversely with one’s confi dence in 
one’s own judgment (Deutsch & Gerard, 1955) should do the same.

Johnson-Laird (1983) emphasizes the importance of the role of 
counterexamples in rationality; he sees the realization that an inference 
is sound only if there are no counter-examples to it and the ability to put 
this principle into practice as major determinants of individual differ-
ences in reasoning ability. Oakhill and Johnson-Laird (1985b) point out 
that if one holds some false generalization to be true and one makes no 
effort to determine whether there exist counterexamples to it, one may 
never discover that the generalization is, in fact, false. Rationality, they 
contend, depends on a search for counterexamples.

I agree with Johnson-Laird and Oakhill’s assessment of the impor-
tance of searching for counterexamples as a means of testing the plau-
sibility of generalizations, and here I want to put the emphasis on the 
active nature of search. The need to search for evidence that is counter-
indicative of generalizations that are being assessed stems in part from 
a natural tendency that many of us seem to have to do just the oppo-
site—search for confi rmatory evidence only—and in part from the fact 
that the failure to fi nd counterindicative evidence, having tried hard to 
do so, is the best confi rmation of a generalization one can get. 

Assessing the plausibility of generalizations is not all there is to rea-
soning, however, so emphasis on the importance of searching for coun-
terexamples needs to be tempered with the realization that evidence is 
used for other purposes—the formation of conjectures and hypotheses, 
the estimation of relative frequencies and probabilities, identifi cation of 
possible courses of action or solutions to problems. The general point is 
that rationality demands that one actively seek information that is rel-
evant to the conclusions one wants to draw, the opinions one wants to 
form, the decisions one has to make, the problems with which one has to 
deal, and that one do so in an even-handed a way as possible. In a word, 
being rational means being truth seeking.
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The principle of balance

Rationality requires a balance between freedom and constraint, imagi-
nation and criticism, conjecture and refutation. Optimization, or maxi-
mization, seldom is a practical goal. Although much evidence suggests 
that we typically err in the direction of not gathering as much informa-
tion as we should, there is a need to recognize that sometimes further 
information is not worth the cost of acquiring it. 
Mumford’s (1966) claim of the importance of balance more generally 
seems to me correct: “Living organisms can use only limited amounts 
of energy, as living personalities can utilize only limited quantities of 
knowledge and experience. ‘Too much’ or ‘too little’ is equally fatal to 
organic existence. Even too much abstract knowledge, insulated from 
feeling, from moral evaluation, from historical experience, from respon-
sible purposeful action can produce a serious unbalance in both the per-
sonality and the community” (p. 314). 

Having railed against the documented tendency of people to be 
defensive of their beliefs—typically by seeking evidence to support them 
and often by avoiding or discounting evidence that tells against them—I 
need now, in the interest of balance, to note again Nozick’s (1993) recom-
mendation to philosophers that they favor a sort of philosophical expla-
nation in which one brings oneself to see how something one wants to 
believe could be possible. I take it to be a fact that our preferences infl u-
ence our beliefs and am not prepared to argue that they should not do so, 
especially when evidence pro and con is less than compelling; however, 
when the search for confi rming evidence becomes so strong as, in effect, 
to create a blind eye and deaf ear to contrary evidence, it is right, I think, 
to consider one’s attitude to be suffi ciently out of balance to qualify as 
irrational. 

The principle of judicious bias

How we act upon beliefs should depend on the values and costs we 
associate with the various ways of being right or wrong. In some cases, 
the context dictates certain biases in this regard. In the criminal court 
proceeding, we are to start with the assumption that the defendant is 
innocent and to retain it until we consider guilt to have been established 
beyond reasonable doubt. A physician might elect to act as though a 
patient has a specifi c disease even though the evidence that that is the 

RT94878_C011.indd   411RT94878_C011.indd   411 10/4/2007   4:37:34 PM10/4/2007   4:37:34 PM



412 Aspects of Rationality

case is slim, on the grounds that the treatment will do no harm if the 
disease is not present and the lack of treatment would be disastrous if 
it is. 

One can easily think of situations that are encountered in everyday 
life in which being wrong in one way would be much better (or much 
worse) than being wrong in another. In such cases, rationality dictates 
that we make decisions not only on the basis of the probability that they 
will have the desired effects, but with sensitivity to the nature of the 
unwanted possible outcomes. As Nozick (1993) puts it, “[i]f one principle 
is most reliable but disastrous when wrong, while another is somewhat 
less reliable but also not so very bad when wrong, we may well favor the 
latter, forgoing some reliability for other benefi ts” (p. 136).

The principle of intellectual accountability

Each of us has in his or her head a computer of sorts, that is up and run-
ning more-or-less continuously and that has a limited, but substantial, 
capacity that can be allocated and focused in a variety of ways. This com-
puter typically runs in interrupt mode, which is to say, its moment-to-
moment focus is determined largely by external events, but it is internally 
directable, within limits, by an executive control program. It spends a 
fair amount of time more-or-less idling, and a signifi cant fraction of its 
capacity is wasted in the sense that it is not applied to any objective that 
the controller would acknowledge to be desirable. What does rationality 
require with respect to the management of such a resource? Or to ask 
the same question in nonmetaphorical terms, what kind of responsibil-
ity does rationality imply regarding the direction of the use of one’s own 
brain? Is it rational to go through life always and only reacting? Never 
thinking about what to think about? Taking little or no interest in the 
management of one’s own thought processes? 

One might argue that what one tends to think about is determined 
by one’s character, that one’s character is defi ned, in large part, by one’s 
long-term interests, and that those interests are what one naturally turns 
one’s mind to in moments when it is not otherwise occupied.  I believe 
there is some truth to that view, but I believe also that the question of 
what is worth thinking about is itself worth serious refl ection from time 
to time. On the assumption that some things are more worthy of atten-
tion and thought than others, I want to argue that one aspect of ratio-
nality is the exercise of some control over one’s mind and deciding on 
occasion that this is worth thinking about while that is not.
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Others 

Rationality means not letting emotions trump thought. It means trying 
to see things from perspectives different from one’s own, while recog-
nizing one’s limitations in this regard—it is doubtful if anyone is capable 
of a truly objective and even-handed treatment of a view one strongly 
opposes. It means setting reasonable goals, and having a sense of priori-
ties, of relative values, of what is worth doing—or worrying about—and 
what is not. It means being skeptical of glib or overly facile answers to 
diffi cult questions.

It means recognizing the need for presuppositions, the unattain-
ability of certainty, the effects of cognitive limitations on reasoning and 
some of the ways in which we compensate for those limitations, or fail to 
do so. It means being cognizant of one’s own abilities and limitations as a 
reasoner. It means too being somewhat aware of one’s own biases. Some 
might contend that it means being free of bias, but I doubt there is such a 
thing as totally unbiased reasoning. Even a desire to be rational is a bias 
of sorts—a good one no doubt, but a bias nonetheless. Rationality is also 
an attitude—a commitment to truth. And it is the practice of thoughtful-
ness—the tendency habitually to attempt to “think things through.”  

Are We Rational?

A rational mind is sometimes the queerest mixture of rationality and irra-
tionality on earth. (Bell, 1937, p. 43) 

The question of whether we are rational has been asked countless times, 
not only by philosophers and psychologists, but by others who have won-
dered what kind of creature we are. I have offered a view of what it 
means to be rational in the broad sense of reasoning well. What can we 
conclude about human rationality in this sense? Are we rational? Can 
we tell? 

There is the view that the question of human rationality is not one 
that we should expect to be able to answer, given the fragmentary nature 
of our understanding of human cognition. Griggs (1981) defends this 
position, arguing that it is diffi cult to judge a system as rational or irratio-
nal without understanding it and expressing the opinion that research on 
reasoning has not yet produced the degree of understanding that is nec-
essary to support such judgments. This being the case, the main  concern 

□
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of researchers, Griggs contends, should not be to judge the rationality of 
human cognitive functioning but simply to gain an understanding of 
why people perform as they do on reasoning tasks.

But whether or not the question of our rationality is answerable, 
there can be no denying it is a question that we fi nd compelling. We 
cannot help but ask it. That is itself an interesting fact. Why do we care 
whether we are rational or not? We are what we are. It is not surprising, 
perhaps, that we would like to understand better what that is, but why 
should it matter whether a better understanding reveals that we are—or 
are not—rational? That we fi nd the question of our rationality so com-
pelling suggests that we work on the assumption that there is a way we 
ought to be—that there are standards of reasoning to which we should 
conform—and we want to know how we measure up in this regard. 

Erasmus (1514/1942), in his inimitable satire, written fi ve centu-
ries ago, had this to say on the question of human rationality: “For since 
according to the defi nition of the Stoicks, Wisdom is nothing else than 
to be govern’d by reason; and on the contrary Folly, to be giv’n up to the 
will of our Passions; that the life of man might not be altogether discon-
solate and hard to away with, of how much more Passion than Reason 
has Jupiter compos’d us? putting in, as one would say, ’scarce half an 
ounce to a pound.’ Besides, he has confi n’d Reason to a narrow corner 
of the brain, and left all the rest of the body to our Passions; as also set 
up, against this one, two as it were, masterless Tyrants—Anger, that pos-
sesseth the region of the heart, and consequently the very Fountain of 
life, the Heart itself; and Lust, that stretcheth its Empire every where. 
Against which double force how powerful Reason is, let common experi-
ence declare, inasmuch as she, which yet is all she can do, may call out 
to us till she be hoarse again, and tell us the Rules of Honesty and Vertue; 
while they give up the Reins to their Governour, and make a hideous 
clamour, till at last being wearied, he suffer himself to be carried whither 
they please to hurry him” (p. 118). Was Erasmus right? Is our reason 
ruled by our passions, as he claimed—and as Plato had claimed nearly 
2,000 years earlier? 

Or consider the more recent assessment of Jaspers (1952). “There is 
something inside all of us that yearns not for reason but for mystery—not 
for penetrating clear thought but for the whisperings of the irrational—
not for the prudence of unprejudiced sight and hearing but for the capri-
cious surrender to the darkness of multifariousness—not for the insights 
of humility but for gnostic omniscience to the point of absurdity—not for 
science but for wizardry disguised as science—not for rationally founded 
infl uence, but for magic—not for loyalty, but adventure—not for the 
freedom which is one with reason and law and with the choice of one’s 
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own historicity, but for blind unrestraint and at the same time for blind 
obedience to a force that tolerates no questions” (p. 68). 

One might dismiss the observations of Erasmus and Jaspers, and 
numerous similar ones that could be cited, on the grounds that they 
represent opinions only and are not necessarily backed up with objective 
evidence. But, as we have seen, there is a sizeable body of psychological 
literature that purports to document many ways in which people habitu-
ally behave less than completely rationally in a wide variety of situations 
calling for judgment, reasoning, or decision making. On the other hand 
are the numerous researchers who see evidence in their data of a basic 
logical competence that human beings appear to have. In short, on the 
question of the extent to which human beings measure up to the dictates 
of rationality, there is, among people who have written on the topic, a 
wide range of opinions. 

It is certainly not diffi cult to compile a long list of evidences that 
we are, as a species, quite capable of working against our own long-term 
interests. Neither individuals nor groups are especially good at anticipat-
ing the long-range effects of their behavior or at giving long-range con-
sequences adequate consideration, relative to the importance attached to 
immediate effects, in decision making. People clearly often hold beliefs 
that are demonstrably false, and accept explanations of natural phenom-
ena that will not stand scrutiny. Researchers have discovered and dem-
onstrated countless ways in which people exercise poor judgment, and 
violate generally accepted norms of logic and sound reasoning. Pointing 
out the fallacies, biases, and other foibles that plague human reason-
ing has been a main preoccupation of cognitive psychologists for several 
decades and of philosophers for millennia.

But, as we have seen, many of the claimed demonstrations of irra-
tionality have been criticized by psychologists and philosophers on vari-
ous grounds (Berkeley & Humphreys, 1982; Cohen, 1979, 1980, 1981, 
1982; Gigerenzer & Murray, 1987; Macdonald, 1986; Von Winterfeldt & 
Edwards, 1986). Schum (1993) summarizes some of the criticisms this 
way:

 1. There is more than one normative standard against which human 
probability judgments can be compared.

 2. The experiments may simply be demonstrations of lack of formal 
knowledge rather than cognitive incompetence.

 3. Inferential problems presented to experimental subjects are often 
vaguely or incompletely posed.
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 4. Subjects are often given vague and incomplete instructions (p. 184).

The last two items in this list lend credence to the claim that par-
ticipants in experiments on reasoning may often have worked on prob-
lems other than those intended by the experimenters. Especially (but 
probably not only) when problem statements or instructions are vague, 
incomplete, or ambiguous, participants may interpret them differently 
from how the experimenters intended that they interpret them. When 
this happens and it does not become clear to the experimenter that it has 
happened, the participant’s performance may be judged by an inappro-
priate standard. That such miscommunications and misunderstandings 
occur and go undetected has been argued by many researchers (e.g., Hil-
ton, 1995; Margolis, 1987; Schwarz, 1996). 

Stanovich and West (2000) list a similar set of arguments that have 
been brought against claimed demonstrations of irrationality: mistaking 
errors of performance—lapses of attention or memory—for irrational-
ity; limitations in human computational ability that preclude realiza-
tion of normative rationality; evaluation of human performance against 
an inappropriate normative model; misinterpretation by the reasoner of 
the intended problem. They note, as have others, that one who fi rmly 
believes that people are rational can generally fi nd an explanation of what 
appears to be irrational behavior that is consistent with that belief. 

Each of the criticisms of efforts to demonstrate irrationality men-
tioned has merit, in my view, in the sense that one can fi nd specifi c 
experimental studies to which it applies. On the other hand, I do not 
believe that they collectively invalidate all the experimental demonstra-
tions of irrational behavior that have been published. Moreover, indepen-
dently of laboratory fi ndings, one can fi nd voluminous and compelling 
evidence of irrationality on the part of individuals, groups, and nations 
in the daily newspaper and other media, not to mention the fi rst-hand 
observation of the behavior of ourselves and others.

One need only mention our inability, as a society, to distinguish 
media images from reality, our susceptibility to manipulation, our fas-
cination with the bizarre, our need for larger-than-life idols, the ease 
with which we confuse fame or notoriety with heroism. One could point 
to the endless ethnic strife around the globe, or to the way in which 
we collectively are polluting the environment, or to our inclination to 
consume and reproduce as though the earth’s resources were unlim-
ited. One could note our willingness to take pride in race, nationality, 
family connections, intelligence, physical features, and other such char-
acteristics over which we had no control and for which, therefore, we 
have no basis for pride or shame, credit, or blame. One could point to 
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the enormous amounts of fi nancial and intellectual capital we devote 
to fi nding ways to move money from one pocket to another while con-
tributing nothing to the general good in the process of doing so. Or to 
the fact that we spend more, worldwide, on equipping ourselves to kill 
each other than on fi ghting disease, hunger, pestilence, and ignorance. 
One could argue that Plato’s and Erasmus’s claim that we are ruled not 
by our reason but by our passions is as true for us today as it ever was, 
that we have learned a lot about how the world works, but we have made 
remarkably little progress in fi guring out how to live in peace and good 
will as human beings. In short, one could make a rather compelling case 
for the irrationality of our species on the whole. 

But if humans are not rational, as a species, where do specifi c mem-
bers of the species get their warrant to make this judgment? It is one 
thing for a person to say that cats cannot reason; it is quite another for a 
person to say that persons cannot do so. The fi rst claim could be wrong, 
but it is not self-contradictory; the second undermines itself. Perhaps the 
claim that people are not rational is intended to be a claim that they are 
not reliably and consistently rational, not that they never are. Can we 
doubt that people often form opinions, hold beliefs, make judgments and 
decisions, draw conclusions, that, on careful refl ection, most intelligent 
people—including themselves—would acknowledge to be irrational in 
the sense of violating norms that are widely (though not universally) 
considered compelling. 

It would have been all too easy, in the preceding sentence, to say 
“rational” people instead of “intelligent” people, but that would have 
made the circularity of the argument too stark. But the circle is there 
and it is not clear that there is any way to escape it. The criteria for ratio-
nal thinking and rational behavior are dictated by presumably rational 
people—when presumably they are at their rational best. Could it be 
otherwise? Surely we do not want irrational people telling us what it 
means to be rational.

Kahneman (1981) notes the importance of distinguishing between 
the claim that people are not always rational and the claim that they 
never are. Similarly, we should distinguish between claiming that people 
sometimes are rational and claiming that they always are. My guess is 
that few investigators would want to make either of the more extreme 
claims, but there are great differences of opinion on the question of 
where we sit on the continuum that runs from total rationality on the 
one end to complete irrationality on the other. Some writers emphasize 
the fallibility, perhaps frailty, of human reasoning, while others stress its 
functional logicality and effectiveness, especially in the context of deal-
ing with real-life problems. 
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Osherson’s (1990) coexistence thesis is an example of a middle-of-
the-road position. According to this thesis, people’s rationality is seen in 
the fact that they fi nd many principles of rationality intuitively compel-
ling and their irrationality is demonstrated by the frequency with which 
they violate these principles in practice. Contending that the “rational 
man” of classical economics and modern decision theory is a singularly 
implausible human being, Johnson-Laird and Byrne (1995) also state an 
in-between position, arguing that human reasoners are neither wholly 
rational nor wholly irrational—they make mistakes in reasoning, but 
they also can make valid deductions for the right reasons. The same 
authors argue in another place (Johnson-Laird & Byrne, 1991) that if 
it were easy always to be perfectly rational, logic would not have been 
invented, because there would be no need of it; but on the other hand, 
if we were completely irrational, no one could have invented it. Human 
beings, they conclude, are rational in principle, but err in practice. 

Although many investigators have demonstrated that people often 
reason in less than perfectly logical ways, few would make the claim 
that logic plays no part in human reasoning at all. To acknowledge that 
various types of biases and alogical factors affect the inferences that 
people make is not necessarily to say that logic itself has no infl uence. 
Conversely, those who argue that people do have a mental logic do not, 
generally speaking, take the extreme position that they never resort to 
alogical approaches to reasoning problems. Perhaps the safest general-
ization that one can make, taking all the evidence into account, is that 
human reasoning displays a complicated mix of logical, illlogical and 
allogical infl uences. Of course, one wants details regarding what the var-
ious types of infl uences are and the conditions under which they have 
their effects. It is to questions of this sort that many of the studies cited 
in this book have been addressed. 

One thing is clear: rationality is not an all-or-not-at-all affair. Peo-
ple cannot be divided neatly into two categories—those who are always 
rational and those who never are. Most people are rational on some occa-
sions and irrational on others, are rational about some topics and not so 
rational about others, and so on. On the other hand, people differ with 
respect to their propensity to be rational. Some are more likely (able, 
inclined) to approach life refl ectively than are others. Apparently, and 
not surprisingly, individuals differ in the satisfaction and pleasure they 
get from engaging in effortful thought. On any defi nition of rationality 
one is willing to accept, we would expect some people to be more, or less, 
rational than others.  The topic of individual differences in rationality 
has not received as much attention from researchers as it undoubtedly 
deserves. This neglect has been highlighted recently by Stanovich (1999) 
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and Stanovich and West (2000b), who make a compelling case for the 
existence of such differences.

Are we rational? As a species, we get, in my view, a passing grade, 
but not much more than that. We have survived, so far, and in some 
respects have done rather well, but we can hardly say that reason rules 
the day. As individuals, we display the whole range of possibilities. Some 
people measure up pretty well—most of the time—with respect to most 
of the principles mentioned above; others appear to do poorly with 
respect to many of them. Most of us, I suspect, do better on some dimen-
sions than on others, observing some of the principles some of the time, 
but also violating them frequently.

The ability and propensity to be rational are, as most human abili-
ties and traits, matters of both genetics and learning. Rationality presup-
poses a certain level of mental competence, which is, in part, a matter 
of heredity. But for a large range of native cognitive abilities, people can 
learn to be more rational than they naturally would be in the absence of 
learning. To a signifi cant degree, rationality is a matter of habits of the 
mind. Characteristically rational people habitually respond to questions, 
problems, and claims analytically and refl ectively; they try to under-
stand situations, to seek information that will take them behind appear-
ances, to see things from various perspectives, to expose their views to 
criticism, to reason consistently taking their own biases into account, 
and so on. There can be little doubt that such habits can be acquired. 
Presumably increasing the ability and desire of individuals to be rational 
is a major objective of education. The discovery of ways to realize this 
objective to a greater degree is a continuing challenge to research. 
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A
Abstract problems, 47–48
Accountability

decision evaluation, 313–314
decision quality, 313–314
intellectual, 412
in reasoning, 412

Acquisition of information, 359–361
active nature of search, 410
cost of information, 359–360, 361
curtailment, 26, 360–361
diminishing returns over time, 360

Actor–observer bias, 244
Adaptability, 28–32

intelligence, relationship, 72
Adaptive-sense rationality, 33
Affect, 196–207

positive, 202–203
Affect heuristic, 291
Age, wisdom, 352–354
Ambiguity, intolerance for, 209
Analogies, explanations, 232
Analytic assertions, 134–135
Analytic epistemology, 39–40
Application, errors of, 399
Attitudes, 201–203

wonderment, 206
Attractiveness, 302–303
Attribution bias, 243–244
Attribution theory, 234–235
Axiomatic approach, 66

intuition, 404–405

B
Balance, 411

wisdom, 345–346
Bayesian diagnosis, 283–284
Bayes’s rule, 159

revising prior probabilities to 
account for new data, 159

Beauty
enjoyable vs. admirable beauty, 204
subjective quality, 204

Behavior
behaving by rule, 10–12
consistency, 54–56
cultural effects, 378–379

Beliefs
about one’s own knowledge, 122
alternative views, 127–128
as causal factors in 

thinking, 121–123
characteristics, 114
children, 122
clusters, 52
compartmentalized, 53
consistency, 12, 65, 137–138

internal consistency, 
52–54, 161–162

local consistency, 52
logical consistency, 140
mutually inconsistent, 12

credal residues, 160
cultural effects, 378–379
deductively closed, 114
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Beliefs (continued)
defi ned, 113–114
degrees of, 116–119
derivation of, 119–121
desirability, 137–138
direct experience, 119
dispositional, 114–115
disposition to search for 

inconsistencies, 76
evidence, 59–60, 124, 150

active fairmindedness, 141–143
cost of information, 141–143
strength of, 116–117, 118–119

explanations, relationship, 
  232–233
explicit, 114–116
extreme, 166–173
formation, 124–125
freedom, 150–151
general principle of clutter 

avoidance, 54
of groups, 163–164
historical aspects, 167–169
implicit, 114–116
information cascades, 161–162
internally consistent, 

52–54, 115–116
intuition, 119
judging one’s own, 131–134

consideration of 
alternatives, 132–133

diffi culties, 134
external criticism, 133–134
guidelines, 133

judging rationality of, 128–134
justifi cation of, 123–151

by argument, 138–140
by being well-grounded, 132
criteria, 134–140
by experience, 153
limit, 140
by logical consistency, 

135–137, 140
by reason alone, 153
subjective matter, 140–141
by truth, 130–131
by utility, 137–138

knowledge
justifi ed beliefs, 81
relationship, 81–83
truth, 82

logic, justifi cation, 135–137, 140
mutually inconsistent, 12, 118
natural selection, 130–131
nature of, 113–123
networks, 162–163
over time, 65
peer infl uence, 164–166
persistence of, 152–156

confi rmation bias, 154–155
information processing 

limitations of human 
beings, 155

reasons for, 152–156
perspective, 202
preferences, 147–151
propagation of, 160–166
rational, 173–174
revision of, 151–160

Bayes’s rule, 159
coherence theory, 156–157
foundations theory, 156–157
Harman on, 156–160
principle of conservatism, 158
principle of negative 

undermining, 157–158
principle of positive 

undermining, 157–158
science, 159–160
single counterindicative 

bit of data, 152–153
truth, 62
utility, 120–121, 149
will to believe (or not), 147–151

Beneffectance, 245
Bias, 27–28, 146–147, 271, 411–412

actor–observer bias, 244
attribution bias, 243–244
confi rmation bias, 122–

123, 154–155
contraction bias, 271
fundamental attribution 

error, 243–244, 247
hindsight bias, 94
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intelligence, 76
intentional criterial biases, 277–279
judicious, 411–412
outcome bias, 309
status-quo bias, 265

Biological sciences, reductionism, 219
emergence view, 219

Biotechnology, values, 186
Bounded rationality, 358–361

criticism, 358
Brain, 221

brain-in-the-vat image, 96
evolution, 193

C
Case-based reasoning, 103
Causality, 234–237, see also 

Explanations
causal decoupling, 220
causal vs. statistical explanation 

distinguished, 235–236
contributing cause, 273
necessary cause, 273
suffi cient cause, 273

Causation, belief in, 121–123
Certainty, 117–118, 257–258
Chance, group decision making, 299
Charity, 99
Chicken dilemma, 381, 382–383
Children, 71

beliefs, 122
need for explanations, 210, 211

Choices
linear models, 316–319
in natural settings, 285–295
solutions vs. tradeoffs, 292–295

Chronological snobbery, 133–134
Circularity, 43–46, 66–68

intelligence, 78
irrationality, 417

Clarifi cation, explanations, 213–214
Classical empiricism, 33
Classical intellectualism, 33
Classical rationalism, 134
Clinical diagnosis, reasoning, 

279–284
accuracy, 280–281

Bayesian diagnosis, 283–284
clinical judgment, 281–283
competing-hypotheses 

heuristic, 283–284
consistency, 280–281
focusing, 279–280
pattern recognition, 280
pseudodiagnosticity, 284
use of actuarial statistics, 281–283

Coexistence thesis, 418
Cognition

epistemic, 346
pragmatic adaptiveness of, 28–29
rationality, 357–363

effort, 25–26
stakes, 26

Cognitive misers, 20
Cognitive pluralism, 384–387

descriptive vs. normative, 384–385
Cognitive process, wisdom, 342–343
Cognitive system, default 

hierarchies, 53
Coherence theory, 156–157
Collective madness, 377–378
Collective rationality, determining 

will of majority, 379–380
Common-knowledge effect, group 

decision making, 301–302, 306
Communication, 29
Competence, performance, 

distinction as applied to 
reasoning, 392–400

Competence theory, 393–394
Competing-hypotheses 

heuristic, 283–284
Comprehension, errors of, 399
Computers

expert systems, 106
intelligence, 73–74

Confi rmation bias, 122–123, 154–155
Conformity to norms, 20–24
Consensus-driven groups, group 

decision making, 306
Conservatism, 158
Consilience, 217
Consistency, 40, 51–65

among actions, 54–56
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Consistency (continued)
among set of assertions, 60–62
beliefs, 137–138

between beliefs and 
behavior, 56–57

with evidence, 59–60
ideal consistency condition, 54
indeterminacy of, 60–64
insuffi ciency of, 64–65
internal, 52–54, 408
local internal, 408
minimal consistency condition, 54
principled behavior, 58–59
resolving inconsistencies, 62–63
science, 63–64
as sine qua non of rationality, 51–52

Contraction bias, 271
Contradiction, 40
Contributing cause, 273
Cost-benefi t analysis, values, 186–187
Credibility, explanations, 210–211
Credulity, 5–6, 171–173

causes, 172
examples, 171–172

Criticism, 408–409
local openness, 408–409

Cults, 169–170
Cultural context

magic, 371–373
perception, 364–365
rationality, 368–373

established ideas, 369–371
new ideas, 369–371

science, 371–373
Cultural effects, beliefs, 378–379
Curiosity, 331–333

D
Decision evaluation, 307–316

accountability, 313–314
decision outcomes, 308–310
decision quality, 308–310
judged by consequences, 12
normative model applicability, 

314–316
retrospective, 310–313

Decision making, 34, see also 
Group decision making

disposition, 291
dual-process theories, 319–321
dynamic, 287–289
emotion, 197–198, 291
everyday decisions, 289–291
fast and frugal heuristics, 290–291
gambles, 19
hard decisions, 185–189
hidden costs, 181–182
hierarchy

action command style, 287
intent command style, 287

linear models of choice, 316–319
maximizers, 292

subjective expected utility, 319
medical science, 194–195
mood, 200, 291
naturalistic, 287–289
in natural settings, 285–295
normative models, 20–24

vs. prescriptive, 21–22
norms, 20–24
precriptive models, vs. 

normative, 21–22
prescriptive models, 21
satisfi cers, 292
solutions vs. tradeoffs, 292–295
subjective expected utility, 18

criticism, 18–19
Take the Best rule, 290–291
theories of, 316
trends in judgment and 

decision research, 321
tyranny of choice, 291–292
unanticipated tradeoffs, 181–182

Decisiveness, refl ective thinking, 26
Declarative knowledge, 85–86
Deductive logic

explanations, 223–224
values, 185

Delusions, 166–173, 377
defi ned, 167, 168
mental illness, 166–167

Descartes, Rene, principle of 
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universal doubt, 125–127
Diagnosticity, 270, see also 

Clinical diagnosis
Diff Con theory, 320
Direct experience, beliefs, 119
Discounting future, 9–10
Disjunction effect, 262
Disposition, 201–203

decision making, 291
judging plausibility, 277
reasoning, 201

Diversity, group decision 
making, 305–306

Dogmatism, 155
Dollar auction, 7–8
Domain knowledge, problem 

solving, 107
Doubt, 125–127

Descartes’s principle of universal 
doubt, 125–127

Dreaming, 95
Dysrationalia, 75, 76

E
Ecological rationality, 361
Economic decision making

long-term effects, 9–10
natural resources, 9–10
short-term effects, 10

Economic growth, 10
Economic man, 23
Economics, balancing ethics, 13
Emotion, 197–199

decision making, 197–198, 291
functional magnetic resonance 

imaging, 199
rationality

deleterious, 197–198
emotion essential to 

rationality, 198–199
relationship, 197

Endowment effect, 265
Ends, 15
Entropy, 228
Environmental change, 187
Environmental protection

economic decision making, 9–10
judging worth, 266–267

Epistemology, 42
epistemic cognition, 346
epistemologists’ role, 38–39
normative values, 189

Equivalence, 330
Erasmus, human rationality, 414
Errors of application, 399
Errors of comprehension, 399
Esthetics, 203–207

role, 203–204
Ethics

economics, balancing, 13
rationality, 189–193

reconciling individual–
community needs, 190–193

reasoning, 193–196
refl ection, 193–196

Evidence, 408–409
beliefs, 116–117, 118–119, 124, 150

active fairmindedness, 141–143
cost of information, 141–143

counterindicative, 28
evidentiary justifi cation, 81–83
experts, 145–146
honest differences of 

opinion, 144–145
local openness to, 408–409
overlooking, 65
partially, 60
principle of total evidence, 142
proportionalism, 117
selectively, 60
subjectivity, 140, 143–147
values, 182–193

Evolution, 28–32, 227
beliefs, 130–131
brain, 193
science, 402

Expected utility, 17, 18
Experience-based reasoning, 103
Expertise, 106–108

benefi ts, 108
metaknowledge, 108

Experts, evidence, 145–146
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Explanationism, 250–251, 401
Explanations, 213–214, see 

also Causality
analogies, 232
beliefs, relationship, 232–233
characterized, 211–250
clarifi cation, 213–214
conditional reference frame, 233
credibility, 210–211
deduction, 223–224
defi nitions, 211–213
explaining vs. naming, 238–241
fundamental attribution 

error, 241–247
as identifi cation of cause, 236–237
mathematical proof, 230–231
need for, 209–210
overattribution, 249
proofs, 230–231
rationality, relationship, 250–252
reasons for attribution, 247–248
reductionism, 214–223

con reductive explanations, 
217–223

pro reductive explanations, 
216–217

scientifi c laws, 224–226
limitation, 226

scientifi c theories, 226–230
limitations, 229–230

superstition, 233–234
unanswered fundamental 

question, 249–250
Exposition, 213–214

F
Fact, 84
Failing to discount sunk costs, 6–8
Faith, see also Trust

knowledge, relationship, 83–84
Fast and frugal heuristics, decision 

making, 290–291
Feeling-of-knowing judgments, 90–93

basis, 92–93
mechanisms, 92–93
memory, 90–91
research, 94

Fideism, 128
Fluctuation theory, 96–97
Foundationalism, 128

variant, 148–149
Foundations theory, 156–157
Freedom, 190

beliefs, 150–151
Friendliness, 302–303
Functional magnetic resonance 

imaging, emotion, 199
Fundamental attribution 

error, 241–247
attribution in accounting for 

own behavior, 244–245
bias, 243–244, 247
as error, 245–247
explanations, 241–247
individuals vs. situations as causes 

of behavior, 241–244
self-image, 244–245

Fund management problem, 297–298
Future, discounting, 9–10
Fuzzy trace theory, 320

G
Gambler’s fallacy, 375–376
Gambles, 8–9

decision making, 19
mixtures of gains and losses, 19
playing long odds, 8–9

voting, 9
Game theory, 23–24
Gödel’s proof, mathematics, 63
Goal-directed thinking, 176–179
Goals, 175–182

critical scrutiny of, 16
equality of thinking, 175–176
rationality, 16

goal achievement as 
criterion, 180–182

reason, 176–179
choice of goal, 176–179
methods, 176–179

Good judgment, wisdom, 343–344
Goods of effectiveness, 190–191
Goods of excellence, 190–191
Governmental policy, 4–5
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folly, 5
Gravity, 238–239
Greek philosophers, 341
Group consensus, 163–164
Group decision making, 295–307

attractiveness or friendliness of 
group members, 302–303

chance, 299
common-knowledge effect, 

301–302, 306
consensus-driven groups, 306
diversity, 305–306
experimentation, 300–307
fund management 

problem, 297–298
group decisions and individual 

preferences, 300–301
group polarization effect, 300
heterogeneity, 305–306
independence, 305–306
non-consensus-seeking, 305–306
politeness ritual, 303
problems, 296–298
quality of group decisions, 303
rationality, 305–306
riskier decisions, 304
risky-shift phenomenon, 304
social-sharedness, 303
staff selection problem, 296–297
uncertainty, 304
virtual (noninteracting) 

groups, 304–306
Group madness, 377–378
Group polarization effect, 300
Groupthink, 305
Gullibility, 5–6

H
Happiness, 14, 15
Hedonistic calculus, 196, 317
Hidden costs, decision 

making, 181–182
Hierarchy, decision making

action command style, 287
intent command style, 287

Hindsight bias, 94
Hypothesis, see Scientifi c theories

I
Ignorance

desirability of, 12
informed vs. uninformed 

ignorance, 100
preferred ignorance, 98–99
unethical, 109
varieties, 100–101

Impersonal rationality, 34
Independence, group decision 

making, 305–306
Indoctrination, 184
Inference, 37–38, 39

intuition, 395
from performance to process, 50
from premises, 47
process of justifi cation, 69
uncertainty of, from outcomes 

to processes, 46–50
Infl uence, 27
Information cascades, beliefs, 161–162
Insight, 93–94

wisdom, 343–344
Instrumental rationality, 66, 178–179
Intellectual accountability, 412
Intelligence

adaptability, relationship, 72
bias, 76
circularity, 78
commonsense conceptions, 74
computers, 73–74
concept of, 71–80
defi nitions, 71
embodied in artifacts, 73
as explanatory construct, 73
irrationality, 79
kinds, 73, 74–75
rationality, 76–79, 79

necessary but not suffi cient 
condition, 79–80

relationship, 76–79
reasoning ability, 

relationship, 74–75
tests for measuring, 72

Intelligent machines, 105
Intent, 325
Introspection, 50–51
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Intuition, 68–69, 125, 402–
405, 403–405

axiomatization, 404–405
change, 67
faulty, 395
inference, 395
irrationality, 392
last court of appeal, 405–406
role, 405–406
tutored intuition, 41–43
untutored intuition, 39–41

Irrationality, 414–415
circularity, 417
demonstrations, criticisms, 

396, 415–416
intelligence, 79
intuition, 392
normative criteria, 392

J
Joint receipt, 19
Judging information, 268–271

importance, 268–270
relevance, 268–270
value, 270

Judging plausibility, 271–279
credibility of source, 276
determinants of plausibility, 

274–277
interperson variability, 274–275

disposition, 277
generalizations, 410
global fi t, 275
importance, 272–274
intentional criterial biases, 
  277–279
knowledge, 275
preference, 276–277

Judging worth, 263
environmental protection, 
  266–267
methods, 263–267

limitations, 265–267
normative models, 264
social factors, 267–268
variables used as measures, 266

Jurisprudential analogy, 138

K
Knowledge, see also Ignorance; 

Metaknowledge
abundant and easily accessible 

information, 110
beliefs

justifi ed beliefs, 81
relationship, 81–83
truth, 82

common knowledge, 108–109
concepts, 80–94
constraints on human 

learning, 97–99
declarative vs. procedural, 85–86
evidentiary justifi cation, 81–83
experts vs. novices, 107–108
faith, relationship, 83–84
feeling of knowing, 90–93
fi rst- vs. second-hand 

knowledge, 83–84
formula-centered, 335
fragmentary nature, 86–87
implicit nature, 86–87
judging information, 268–271
judging plausibility, 271–279
knowers and, 88–90

groups, 89–90
limits, 97–99
measuring, 101–102
motivation, 98
preferred ignorance, 98–99
reasoning

case-based reasoning, 103
complementary, 104
declarative vs. procedural 

knowledge, 105–106
domain-independent skills, 103
domain-specifi c skills, 103, 104
experience-based reasoning, 103
relationship, 102–106

responsibility for, 108–112
rules, 87
society’s expectation, 108–110
types, 84–86
understanding, relationship, 324
untapped, 87–88
wisdom, 343–344
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L
Law of contradiction, 43
Law of non-contradiction, 41
Leadership, 201
Likelihood ratio, 270
Linear models of choice, 316–319
Logic, 37–38, 39, 44–45

beliefs, justifi cation, 135–137
reasoning, 418

methodological impediment, 
 398
whether people reason 

logically, 390–391
Logical argument, 13
Logical imperative, 37–38
Logicians, 42
Losses, 6–8

M
Magic, cultural context, 371–373
Malaria, 129–130
Mathematics, 45, 110–111, 403–405

in explanations, 230–231
Gödel’s proof, 63
method of proofs and 

refutations, 159
understanding, 326–327

Matters of fact, 84
Means, 15
Media, 27
Medical science, see also 

Clinical diagnosis
decision making, 194–195

Memory
feeling-of-knowing 

judgments, 90–91
reasoning, 105

separating, 48
Mental illness

delusions, 166–167
mood, 200

Mental models, 49
Metaknowledge, 90–94

expertise, 108
Methodological conservatism, 157
Methods, in belief justifi cation, 

135–137

Minimal general rationality 
condition, 361–363

Minimal normative rationality, 63
Misconceptions, common, 338–339
Mistakes, 399
Monetary value, 17
Mood, 199–200

decision making, 200, 291
mental illness, 200
thinking, 199–200

Moral arithmetic, 196
Morality, rationality, 189–193

reconciling individual–community 
needs, 190–193

Moral philosophers, 40–41
Moral rationality, 178–179
Motion implies force 

misconception, 338
Motivation

knowledge, 98
reasoning, 179–180

Multiple representations, 
understanding, 328–329, 329

N
Naming, 238–241
Naturalistic Decision Making 

(NDM) approach, 288–289
Natural resources

economic decision making, 9–10
judging worth, 266–267

Necessary cause, 273
Negative evidence, 28
Networks, beliefs, 162–163
Normative decision theory, 20–24
Normative-sense rationality, 33
Normative theory, validity, 44
Normative values, epistemology, 189
Null hypothesis, 278

O
Objective reason, 179
Obligatory effect, 409–410
Observational learning, 161
Occam’s razor, 172
Odds, 8–9, see also Gambles
Opportunity costs, 23
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Optimal analytic choice 
behavior, 16–19

Optimization, satisfi cing, 
contrasted, 19–20

Outcome bias, 309
Overattribution, 249
Overconfi dence, 94

P
Pareto principle, 379
Pattern recognition, 30, 280
Pauli exclusion principle, 227–228
Payoffs, 17

payoff matrix, 17
quantifi ed in, 17

Peer infl uence, beliefs, 164–166
Perception

cultural context, 364–365
perspective, 364–366
reality, 364–367

Performance, competence, 
distinction as applied to 
reasoning, 392–400

Personality, 55
Personality rationality, 34
Perspectives, 201–203, 347–348

beliefs, 202
perception, 364–366

Philosophy, 42–43
Plato, 341
Plausibility, see Judging plausibility
Politeness ritual, group decision 

making, 303
Pollyanna principle, 277
Positive affect, 202–203
Power, 201
Pragmatic rationality, 400–402

vs. theoretical rationality, 400
Pragmatic reasoning schemas, 48–49
Preconceptions, 146–147
Preferences, 253–263

anticipation of regret, 263
constructed vs. revealed, 254–255
emotion, 263
identifying, 255–257
judging plausibility, 276–277
metarankings, 254

paradoxes, 259, 260, 261, 263
preference orderings, 263
preference reversal 

phenomenon, 316
preference utilitarianism, 195–196
between uncertain 

alternatives, 258–259
between uncertain and certain 

alternatives, 257–258
Preferred ignorance, 98–99
Premise conversion hypothesis, 46–47
Prescientifi c beliefs

contemporary, 169–171
in prescientifi c times, 167–169

Pride, 12
Principled behavior, 11–12, 58–59
Principle of balance, 411
Principle of charity, 99
Principle of conservatism, 158
Principle of intellectual 

accountability, 412
Principle of judicious bias, 411–412
Principle of local internal 

consistency, 408
Principle of local openness 

to evidence and 
criticism, 408–409

Principle of maximization of 
expected utility, 183

Principle of negative 
undermining, 157–158

Principle of obligatory effect, 409–410
Principle of positive 

undermining, 157–158
Principle of regularity, 262
Principle of stochastic dominance, 19
Principle of total evidence, 142
Principle of trial by exposure, 409
Principle of universal doubt, 125–127
Prisoner’s dilemma, 382–383
Probability, 8–9, 45
Problem solving

domain knowledge, 107
feeling of warmth 

judgments, 93–94
Procedural knowledge, 85–86
Proofs, explanations, 230–231
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Proportion dominance 
phenomenon, 258

Pseudodiagnosticity, 284
Puritans, 155–156

Q
Quantum mechanics, 63–64, 239

R
Radical Bayesianism, 116
Rational beliefs, 173–174
Rational choice, criteria, 310
Rational decision making, 

alternative theory, 19
Rationality

acquisition of certain 
types of knowledge as 
requirement, 109–110

of actions, characterized, 32
as agreement with user, 24
Apologist position, 389–390
assessing, 46–51
of beliefs, characterized, 32
bounded, 358–361

criticism, 358
carefully reasoned defi nition, 35–36
characterized, 1–36
circularity, 43–46
cognition, 357–363
cognitive effort, 25–26

stakes, 26
competence vs. performance, 

392–400
conceptions of, 13–32, 35
as conformity to norms, 20–24
consensus among qualifi ed 

people, 41–43
as consistency of actions with 

preferences or goals, 14–16
as consistency with self-

interest, 13–14
contexts, 35
criteria, matters of degree, 6
cultural context, 368–373

established ideas, 369–371
new ideas, 369–371

deciding what is rational, 402–405

decompositional (or analytical) 
vs. compositional, 359

disposition to shape beliefs 
by evidence, 75

domain-specifi c 
mechanisms, 30–31

economic models, 23
emotion

deleterious, 197–198
emotion essential to 

rationality, 198–199
relationship, 197

empirical question, 1–2
equating of adaptability 

with, 400–402
ethics, 189–193

reconciling individual–
community needs, 190–193

explanations, relationship, 250–252
goal achievement as 

criterion, 180–182
group decision making, 305–306
individual and group, in 

confl ict, 380–381
individual differences, 418–419
instrumental conception, 15–16

vs. common-sense views, 16
intelligence, 79

necessary but not suffi cient 
condition, 79–80

relationship, 76–79
Meliorist position, 389–390
minimal, 361–363
morality, 189–193

reconciling individual–
community needs, 190–193

normative models, 
intelligence, 76–79

normative question, 1–2
not always vs. never, 416, 418–419
as optimal analytic choice 

behavior, 16–19
Panglossian position, 389–390
practical, 32–35
pragmatic, 400–402

vs. theoretical rationality, 400
as pragmatic adaptiveness, 28–32
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Rationality (continued)
principles, 40–41
of process, 34
of purpose, 34
reality, 363
as refl ectiveness, 24–27
relativity, 357–389

individual vs. collective 
rationality, 376–381

situational frame of 
reference, 373–376

as responsiveness to reasons, 27–28
as satisfi cing, 19–20
self-evident fi rst principles, 45–46
standards, 65–66, 69
standard setters, 37–69
substantialist conception, 179
survival under vigorous 

criticism, 68
test situations, 3–12
theoretical, 32–35
Type II, 360
various connotations, 2
whether humans are 

rational, 413–419
Rationing, values, 185–186
Reality

arbitrariness of current 
conception, 367–368

perception, 364–367
rationality, 363

Reality monitoring, 95–96
Reality testing, 95–96
Reason, 25

basis, 45–46
goals, 176–179

choice of goal, 176–179
methods, 176–179

as tool, 177
Reasoning, 34

clinical diagnosis, 279–284
accuracy, 280–281
Bayesian diagnosis, 283–284
clinical judgment, 281–283
competing-hypotheses 

heuristic, 283–284
consistency, 280–281

focusing, 279–280
pattern recognition, 280
pseudodiagnosticity, 284
use of actuarial statistics, 281–283

cognitive illusions, 396
competence vs. performance, 

392–400
dispositions, 201
ethics, 193–196
infl uence on beliefs, 123
intelligence, relationship, 74–75
knowledge

case-based reasoning, 103
complementary, 104
declarative vs. procedural 

knowledge, 105–106
domain-independent skills, 103
domain-specifi c skills, 103, 104
experience-based reasoning, 103
relationship, 102–106

logic, 418
methodological impediment, 398
whether people reason 

logically, 390–391
memory, 105

separating, 48
motivation, 179–180
nonexistence of pure reason, 196
principle of balance, 411
principle of intellectual 

accountability, 412
principle of judicious bias, 411–412
principle of local internal 

consistency, 408
principle of local openness 

to evidence and 
criticism, 408–409

principle of obligatory 
effect, 409–410

principle of trial by exposure, 409
standards, 1

Reductionism
biological sciences, 219

emergence view, 219
explanations, 214–223

con reductive explanations, 
217–223
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pro reductive explanations, 
216–217

problem of mind, 220–221
qualifi ed, 220

Refl ective thinking, 24–27
decisiveness, 26
ethics, 193–196

Regularity, 262
Relativity, 63–64

rationality
individual vs. collective 

rationality, 376–381
irrational thinking serving 

rational purpose, 381–384
situational frame of 

reference, 373–376
Retrospection, 50–51
Risk, 3–5

of future problem, 4
Risk-averse, 257
Risk-seeking, 257
Risk-taking behavior, intra-

individual consistency, 55
Risky-shift phenomenon, group 

decision making, 304
Rules, 10–12, 37–38

knowledge, 87
process of justifi cation, 69

S
Satisfi cing, 19–20, 358–359

optimization, contrasted, 19–20
Scammers, 6
Science

consistency, 63–64
cultural context, 371–373
evolution, 402
skepticism, 126

Scientifi c knowledge
escalation of ignorance, 100
explanations, 224–226

limitation, 226
known unknown, 100–101
specialization, 110–111
unknown unknown, 100–101
wonderment, 206–207

Scientifi c theories, 278

explanations, 226–230
limitations, 229–230

Self, elasticity of concept, 14
Self-contradictory, 15
Self-critical refl ection, 25
Self-evident truths, tautologies, 

distinction, 84
Self-examination, 12
Self-image, 1

fundamental attribution 
error, 244–245

Self-interest, 3–5, 13–14
perceived vs. actual, 14
working against one’s own, 3–5

Self-serving attributional bias, 245
Self-transcendence, wisdom, 344–345
Simpson’s paradox, 260–262
Skepticism, 5–6, 125–127

alternative views, 127–128
science, 126

Slips, 399
Social dilemma, 380
Social factors, judging worth, 
   267–268
Social learning, 161
Social networks, see Networks
Societal decision making, 185–189
Solipsistic predicament, 94–97, 99
Specialization, 110–111

divisive and factious effect, 
  111–112
problem for society, 111
scientifi c knowledge, 110–111

Staff selection problem, 296–297
Standards, 139

reasoning, 1
Statistical evidence

statistical vs. causal explanation, 
distinguished, 235–236

subjectivity, 143–144, 146
Status-quo bias, 265
Stochastic dominance, 19
Stock-buying schemes, 5–6
Subjective expected utility, 

decision making, 18
criticism, 18–19

Subjective reason, 179
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Subjectivity
evidence, 140, 143–147
statistical evidence, 143–144, 146

Suffi cient cause, 273
Sunk costs, 6–8, 23

anticipated future effects, 7–8
failing to discount, 6–8

Superstition, explanations, 233–234
Sure-thing principle, 260, 261–262
Survival, 28–29

T
Take the Best rule, decision 

making, 290–291
Tautologies, self-evident truths, 

distinction, 84
Teaching of thinking, 105
Technological progress, 193, 194
Testimony principle, 83
Thermodynamics, second law, 228
Thinking

active search, 65
belief in causation, 121–123
consistency, 65
dispositions, 202
goal-directed thinking, 176–179
goals, 175–176
mood, 199–200
one-sided thinking, 121–122
teaching of, 105
two-sided thinking, 121–122

Thoughtfulness, as habit of mind, 201
Thought patterns, 48–49
Tip-of-the-tongue experience, 90
Topical accounting, 7
Trading, of risk of future 

problems for certainty of 
present pleasures, 4

Tragedy of the commons, 380
Traveler’s dilemma, 383
Trial by exposure, 409
True beliefs, 27
Trust, 276, see also Faith
Truth, 84

beliefs, 62
justifi cation, 130–131

of reason, 84
Truth seeking, 409–410
Type II rationality, 360

U
Ultimatum game, 198–199
Uncertainty, 257–259

group decision making, 
riskier decisions, 304

intolerance for, 209
wisdom, 347

Undermining, 157–158
negative, 157–158
positive, 157–158

Understanding
ability to paraphrase, 334
as adequate mental model, 327–328
alternative models, 334
characterized, 323–330
degrees of, 335–337
desire for, 331–333, 340
evidence of, 333–335
knowledge, relationship, 324
lack of, 334–335, 338–339
limitations of, 339–340
mathematics, 326–327
meaning of, 323–330
multiple representations, 

328–329, 329
as seeing equivalences, 330
as seeing implications, 325
as seeing intent, 325
as seeing necessity of 

relationship, 325–327
wisdom, 343–344

Universal doubt, 125–127
Universe, origin, 333
Unlimited growth, 10
Unscientifi c beliefs, 

contemporary, 169–171
Ussher, Bishop James, 129
Utility, 17

beliefs, 149
justifi cation, 137–138

maximization of expected, 183
subjective expected, 18
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V
Validity

appeal to standard example, 66
inference, rules of, 66
paradigm case, 66
principles of, 66

Value-free, valueless, 
contrasted, 184–185

Values, 182–196
biotechnology, 186
codifi cation, 379–380
cost-benefi t analysis, 186–187
deductive logic, 185
evidence, 182–193
hard decisions, 185–189
presenting opposing views, 183–184
rationing, 185–186
representation of opposed 

views, 183–184
wisdom, 351–352

Virtual (noninteracting) 
groups, group decision 
making, 304–306

Virtue, wisdom, 344
Voting, playing long odds, 9

W
Warranted beliefs, 123–124
Wave-particle duality, 332
Willingness to believe (or not), 

147–151, 171–173

Willingness-to-pay method of 
determining value, 264–265

limitations, 265–267
Wisdom

age, 352–354
as attitude about knowing, 346–347
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