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This volume is part of the Cert Guide series from Pearson IT Certification. Books in this
series provide officially developed exam preparation materials that offer assessment,
review, and practice to help IT certification candidates identify weaknesses, concentrate
their study efforts, and enhance their confidence as exam day nears.

In addition to the wealth of content and exam preparation exercises, this edition
includes a series of free hands-on exercises to help you master several real-world
configuration and troubleshooting activities. These exercises can be performed on the
CompTIA Network+ N10-007 Hands-on Lab Simulator Lite software, included free on
the companion website that accompanies this book. This software, which simulates the
experience of configuring real operating systems and network devices, contains

the following 14 free lab exercises:

1. Network Topologies 10. Configuring a Small Office/Residential

2. Matching Well-Known Port Numbers ggﬁ;ﬁég Network User Security

3. TCP/IP Protocols and Their Functions 11. Matching Wireless Standards and

4. Network Application Protocols Terminology

5. OSI Model Layer Functions 12. Using ipconfig, ping, arp, tracert

6. Contrast Virtualization Technologies Together to Troubleshoot Connectivity
and Services 13. Security Appliance Terminology and

7. Using ARP to Discover a MAC Address Methods

8. IPv4 Address Types and Classes 14. Troubleshooting Practice

9. Configuring a Client Network Adapter
with an IPv4 Address

If you are interested in exploring more hands-on labs to refine your administration,
configuration, and troubleshooting skills, check out the full CompTIA Network+ N10-007
Hands-on Lab Simulator at www.pearsonitcertification.com/title/9780789759573.

CompTIA Network+ N10-007 Hands-on Lab Simulator Lite Minimum System Requirements:

Windows: Microsoft Windows 10 (32-bit/64-bit, all versions), Windows 8.1 (32-bit/64-bit, x86 processors only, all versions),
Windows 7 (32-bit/64-bit, all versions) with SP1; Intel Pentium IIl or faster; 512 MB RAM (1GB recommended);
1.5 GB hard disk space; 32-bit color depth at 1024x768 resolution

Mac: Apple macOS 10.13, 10.12, 10.11, 10.10; Intel Core Duo 1.83 Ghz or faster; 512 MB RAM (1 GB recommended);
1.5 GB hard disk space; 32-bit color depth at 1024x768 resolution

Other applications installed during installation: Adobe AIR 3.8; Captive JRE 6
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Command Syntax Conventions

The conventions used to present command syntax in this book are the same con-
ventions used in Cisco’s Command Reference. The Command Reference describes
these conventions as follows:

® Boldface indicates commands and keywords that are entered literally as
shown. In actual configuration examples and output (not general command
syntax), boldface indicates commands that are manually input by the user (such
as a show command).

m [talics indicate arguments for which you supply actual values.

m Vertical bars (1) separate alternative, mutually exclusive elements.
m Square brackets [ ] indicate optional elements.

® Braces { } indicate a required choice.

m Braces within brackets [{ }] indicate a required choice within an optional
element.
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Introduction

The CompTIA Network+ certification is a popular certification for those entering
the computer networking field. Although many vendor-specific networking certifi-
cations are popular in the industry, the CompTTA Network+ certification is unique
in that it is vendor neutral. The CompTIA Network+ certification often acts as a
stepping-stone to more specialized and vendor-specific certifications, such as those
offered by Cisco Systems.

In CompTTA Network+, the topics are mostly generic in that they can apply to
networking equipment regardless of vendor. Although the CompTIA Network+ is
vendor neutral, network software and systems are implemented by multiple inde-
pendent vendors. In that light, several of the exercises, examples, and simulations in
this book include using a vendor’s configuration and technology, such as Microsoft
Windows operating systems or Cisco Systems routers and switches. More detailed
training for a specific vendor’s software and hardware can be found in books and
training specific to that vendor.

Who Should Read This Book?

This book was written with two audiences in mind—those who want to learn all
they can about networking technology, and those who want to pass the CompTIA
Network+ exam. I think that both groups are going to be very impressed with the
breadth of technologies this book details. Although it would be impossible to cover
every topic found in networking today, this book manages to cover all the massive
areas that make networking the exciting field so many want to learn.

Readers will range from people who are attempting to attain a position in the I'T
field to people who want to keep their skills sharp or perhaps retain their job be-
cause of a company policy that mandates they take the new exams. This book is also
for the reader who wants to acquire additional certifications beyond the Network+
certification (for example, the Cisco Certified Network Associate [CCNA] certifi-
cation and beyond). The book is designed in such a way to offer easy transition to
future certification studies.
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Resources

"This book comes with a wealth of digital resources to help you review, practice, and
assess your knowledge. The end of each chapter contains a review section that ref-
erences several of these tools, and you should be sure to use them as you complete
each chapter to help reinforce the knowledge you are learning. You can use them
again after you finish the book to help you review and make sure you are fully pre-
pared for the exam.

Here’s a list of resources available on the companion website:
m Interactive glossary flash card application
m Interactive exam essentials appendix
m Performance-based exercises

m CompTTA Network+ Hands-on Lab Simulator Lite Software for exam
N10-007

m The Pearson Test Prep practice test software
m Video training on key exam topics
m Memory Table review exercises and answer keys
® A study planner tool
® Instructions to redeem your Network+ certification exam voucher, providing a
10% discount on the exam
To access the companion website, follow these steps:
Step 1. Go to http://www.pearsonitcertification.com/register.

Step 2. Either log in to your account (if you have an existing account already) or
create a new account.

Step 3. Enter the ISBN of your book (9780789759818) and click Submit.
Step 4. Answer the challenge questions to validate your purchase.

Step 5. In your account page, click the Registered Products tab and then click
the Access Bonus Content link.

Pearson Test Prep Practice Test Software

The companion website that accompanies this book includes the Pearson Test Prep
practice test engine (software that displays and grades a set of exam-realistic practice
test questions). Using the Pearson Test Prep practice test engine, you can either
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study by going through the questions in study mode or take a simulated CompTIA
Network+ exam that mimics real exam conditions. The software also has a flash card
mode that allows you to challenge yourself to answer the questions without seeing
the multiple-choice answers.

The Pearson Test Prep software is available both online and as a Windows desktop
application that you can run offline. The online version can be accessed at
www.pearsontestprep.com. This version can be used on any device that has an
Internet connection, including desktop computers, laptop computers, tablets, and
smartphones. It is optimized for viewing on screens as small as a standard iPhone
screen. The desktop application can be downloaded and installed from the com-
panion website.

NOTE The desktop application is a Windows-based application, so it is only de-
signed to run on Windows. Although it can be run on other operating systems using a
Windows emulator, other operating systems are not officially supported on the desk-
top version. If you are using an OS other than Windows, you may want to consider
using the online version instead.

Accessing the test engine is a two-step process. The first step is to either install the
software on your desktop or access the online version website. However, the prac-
tice exam (that is, the database of CompTIA Network+ exam questions) is not avail-
able to you until you register the unique access code that accompanies your book.

NOTE The cardboard sleeve in the back of the physical book includes a piece of
paper. The paper lists the access code for the practice exam associated with this book.
Make sure you keep the access code even after you have registered your exam, as you
may need to refer to it later. Also, on the opposite side of the paper from the activa-
tion code is a unique, one-time-use coupon code for the purchase of the CompTIA
Network+ Cert Guide, Premium Edition eBook and Practice Test product, a $40 value!

Installing the Pearson Test Prep Software
If you choose to use the Windows desktop version of the practice test software, you

will need to download the installers from the companion website.

The software-installation process is similar to other wizard-based installation pro-
cesses. If you have already installed the Pearson Test Prep practice test software
from another Pearson product, you do not need to reinstall the software. Just launch
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the software on your desktop and proceed to activate the practice exam from this
book by using the activation code included in sleeve in the back of the book. The
following steps outline the installation process:

Step1. Download the software to your computer from the companion website.
Step 2.  Extract all files from the .zip file you downloaded.
Step 3. Launch the installer from the extracted files folder.

Step 4.  Respond to the wizard-based prompts.

The installation process gives you the option to activate your exam with the activa-
tion code supplied on the paper in the back of book sleeve. This process requires
that you establish a Pearson website login. You need this login to activate the exam,
so please register when prompted. If you already have a Pearson website login, you
do not need to register again; just use your existing login.

Activating and Downloading the Practice Exam

The second step to accessing your practice exam product is to activate the product
using the unique access code found in the back of book sleeve. You must follow this
step regardless of which version of the product you are using—the online version or
the Windows desktop version. The following steps walk you through how to acti-
vate your exam on each platform.

Windows Desktop Version:

1. Start the Pearson Test Prep Practice Test software from the Windows Start
menu or from your desktop shortcut icon.

2. To activate and download the exam associated with this book, from the My
Products or Tools tab, click the Activate button.

3. At the next screen, enter the access code from the paper inside the cardboard
sleeve in the back of the book. Once this is entered, click the Activate button.

4. The activation process will download the practice exam. Click Next and then
click Finish.

Online Version:

1. From a device with an active Internet connection, open your browser of choice
and go to the website www.pearsontestprep.com.

2. Select Pearson IT Certification under product group.
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3. Enter the email address and password associated with your account and click
Login.

4. In the middle of the screen, click the Activate New Product button.

5. Enter the access code from the paper inside the cardboard sleeve in the back of
the book and click the Activate button.

After the activation process is complete, the My Products tab should list your new
exam. If you do not see the exam, make sure that you selected the My Products tab
on the menu. At this point, the software and practice exam are ready to use. Simply
select the exam and click the Exams button.

To update an exam that you have already activated and downloaded, simply select
the Tools tab and click the Update Products button. Updating your exams ensures
that you have the latest changes and updates to the exam data.

If you want to check for updates to the Pearson Cert Practice Test exam engine
software, simply select the Tools tab and click the Update Application button.
"This ensures that you are running the latest version of the exam engine.

NOTE The online version always contains the latest updates to the exam questions,
so there is never a need to update when you’re using that version.

Activating Other Exams

The exam-software installation process and the registration process both only occur
once. Then, for each new exam, only a few steps are required. For example, if you
buy another new Pearson I'T Certification Cert Guide, extract the activation code
from the sleeve in the back of that book. From there, all you have to do is start the
exam engine (if it’s not still up and running) and perform the activation steps from
the previous list.

Premium Edition

In addition to the free practice exam provided with the book, you can purchase ad-
ditional exams with expanded functionality directly from Pearson I'T Certification.
The Premium Edition eBook and Practice Test for this title contains an additional
two full practice exams and an eBook (in PDF, EPUB, and Kindle formats). Also,
the Premium Edition title has remediation for each question that links to the spe-
cific part of the eBook that relates to that question.
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For those who purchased the print version of this title, you can purchase the Pre-
mium Edition at a deep discount. You’ll find a coupon code in the back of book
sleeve that contains a one-time-use code and instructions for where you can pur-
chase the Premium Edition.

To view the Premium Edition product page, go to the following website: http://
www.pearsonitcertification.com/title/9780134861012.

Goals and Methods

The goal of this book is to assist you in learning and understanding the technologies
covered in the Network+ N10-007 blueprint from CompTTA. This also allows you
to demonstrate that knowledge by passing the N10-007 version of the CompTTA
Network+ exam.

To aid you in mastering and understanding the Network+ certification objectives,
this book uses the following methods:

m Opening topics list: This defines the topics that are covered in the chapter.

® Foundation topics: At the heart of a chapter, this section explains the topics
from a hands-on and a theory-based standpoint. This includes in-depth de-
scriptions, tables, and figures that build your knowledge so that you can pass
the N10-007 exam. The chapters are each broken into multiple sections.

m Key topics: This section indicates important figures, tables, and lists of infor-
mation that you need to know for the exam. They are sprinkled throughout
each chapter and are summarized in table format at the end of each chapter.

® Memory tables: You can find these on the book’s companion website within
Appendixes C and D. Use them to help you memorize important information.

m Key terms: Key terms without definitions are listed at the end of each chap-
ter. Write down the definition of each term, and check your work against the
complete key terms in the Glossary. On the companion website, you will find
a flash card application with all the glossary terms separated by chapter, so feel
free to use that to study key terms as well.

m Exercises: This book comes with 40 performance-based practice exercises that
are designed to help you prepare for the hands-on portion of the Network+
exam. These exercises are available on the companion website. Make sure you
do the exercises as you complete each chapter and again when you have com-
pleted the book and are doing your final preparation.
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» Hands-on Labs: These include matching, drag and drop, and simulations.
These hands-on exercises are an important part of this book. In addition to
reading this book, you should go through all the exercises included with the
book. These interactive hands-on exercises provide examples, additional infor-
mation, and insight about a vendor’s implementation of the technologies. To
perform the labs, simply install the CompTIA Network+ N10-007 Hands-on
Lab Simulator Lite software. This software is a Windows and Mac desktop ap-
plication. You should be sure to install the software prior to reading the book,
as each chapter will indicate what labs you should perform. To install the soft-
ware, follow these steps:

Step 1. Go to the companion website for the book (see the “Resources”
section for how to access the companion website).

Step 2. Click the link to download the CompTIA Network+ N10-007
Hands-on Lab Simulator Lite software.

Step 3. Once you have downloaded the software to your computer, extract all
the files from the .zip file.

Step 4. Launch the installer from the extracted files.
Step 5. Respond to the wizard-based prompts.

m Practice Exams: This book comes complete with several full-length practice
exams available to you in the Pearson Test Prep practice test software, which
you can download and install from the companion website. The Pearson
Test Prep software is also available to you online at www.PearsonTestPrep.
com. You can access both the online and desktop versions using the access
code printed on the card in the sleeve in the back of this book. Be sure to run
through the questions in Exam Bank 1 as you complete each chapter in study
mode. When you have completed the book, take a full practice test using
Exam Bank 2 questions in practice exam mode to test your exam readiness.

m Exam Essentials: This book includes an Exam Essentials appendix that sum-
maries the key points from every chapter. This review tool is available in print
and as an interactive PDF on the companion website. Review these essential
exam facts after each chapter and again when you have completed the book.
This makes a great review summary that you can mark up as you review and
master each concept.

For current information about the CompTIA Network+ certification exam, visit
https://certification.comptia.org/certifications/network.
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Strategies for Exam Preparation

"This book comes with a study planner tool on the companion website. This spread-
sheet helps you keep track of the activities you need to perform in each chapter and
helps you organize your exam preparation tasks. As you read the chapters in this
book, jot down notes with key concepts or configurations in the study planner. Each
chapter ends with a summary and series of exam preparation tasks to help you rein-
force what you learned. These tasks include review exercises such as reviewing key
topics, completing memory tables, defining key terms, answering review questions,
performing hands-on labs and exercises, and so on. Make sure you perform these
tasks as you complete each chapter to improve your retention of the material and
record your progress in the study planner.

The book concludes with a “Final Preparation” chapter that offers you guidance on
your final exam preparation and provides you with some helpful exam advice. Make
sure you read over that chapter to help you assess your exam readiness and identify
areas where you need to focus your review.

Make sure you complete all the performance-based question exercises and hands-on
labs associated with this book. The exercises and labs are organized by chapter, mak-
ing it easy to perform them after you complete each section. These exercises will re-
inforce what you have learned, offer examples of some popular vendors’ methods for
implementing networking technologies, and provide additional information to assist
you in building real-world skills and preparing you for the certification exam.

Download the current exam objectives by submitting a form on the following web
page: http://certification.comptia.org/training/testingcenters/examobjectives.aspx.

Use the practice exam, which is included on this book’s companion website. As you
work through the practice exam, use the practice test software reporting features

to note the areas where you lack confidence and then review those concepts. After
you review these areas, work through the practice exam a second time and rate your
skills. Keep in mind that the more you work through the practice exam, the more
familiar the questions become, and the practice exam becomes a less-accurate judge
of your skills.

After you work through the practice exam a second time and feel confident with
your skills, schedule the real CompTTA Network+ exam (N10-007).

CompTIA Network+ Exam Topics

Table I-1 lists general exam topics (objectives) and specific topics under each general
topic (subobjectives) for the CompI'TA Network+ N10-007 exam. This table lists the
primary chapter in which each exam topic is covered. Note that many objectives
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and subobjectives are interrelated and are addressed in multiple chapters within the

book itself.

Table I-1 CompTIA Network+ Exam Topics

Chapter

N10-007 Exam
Objective

N10-007 Exam Subobjective

1

Computer Network
Fundamentals

1.0 Networking
Concepts

1.5 Compare and contrast the characteristics of
network topologies, types, and technologies

2

The OSI Reference
Model

1.0 Networking
Concepts

1.1 Explain the purposes and uses of ports and
protocols

1.2 Explain devices, applications, protocols, and
services at their appropriate OSI layers

3

Network Components

1.0 Networking
Concepts

2.0 Infrastructure

1.7 Summarize cloud concepts and their
purposes

1.8 Explain the functions of network services

2.1 Given a scenario, deploy the appropriate
cabling solution

2.2 Given a scenario, determine the appropriate
placement of networking devices on a network
and install/configure them

2.3 Explain the purposes and use cases for
advanced networking devices

2.4 Explain the purposes of virtualization and
network storage technologies

4 1.0 Networking 1.3 Explain the concepts and characteristics of

Fthernet Technology Concepts routing and switching

5 1.0 Networking 1.4 Given a scenario, configure the appropriate
IPv4 and IPv6 Concepts IP addressing components

Addresses

6 1.0 Networking 1.3 Explain the concepts and characteristics of
Routing IP Packets Concepts routing and switching

7 2.0 Infrastructure 2.5 Compare and contrast WAN technologies

Wide Area Networks

(WANG)
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Chapter N10-007 Exam N10-007 Exam Subobjective
Objective
8 1.0 Networking 1.6 Given a scenario, implement the appropriate
Wireless Technologies Concepts wireless technologies and configurations
4.0 Network Security 4.3 Given a scenario, secure a basic wireless
network
9 3.0 Network 3.2 Compare and contrast business continuity
Network Optimization Operations and disaster recovery concepts
10 5.0 Network 5.2 Given a scenario, use the appropriate tool
Command-Line Tools Troubleshooting
11 3.0 Network 3.1 Given a scenario, use appropriate
Network Management Operations documentation and diagrams to manage the
network
3.3 Explain common scanning, monitoring,
and patching processes and summarize their
expected outputs
3.4 Given a scenario, use remote access methods
12 4.0 Network Security 4.1 Summarize the purposes of physical security
Network Security devices
4.2 Explain authentication and access controls
4.4 Summarize common networking attacks
4.5 Given a scenario, implement network device
hardening
4.6 Explain common mitigation techniques and
their purposes
13 3.0 Network 3.5 Identify policies and best practices
Network Policies and Operations
Best Practices
14 5.0 Network 5.1 Explain the network troubleshooting
Network $1(‘)(z)1115bleshootmg and methodology
Troubleshooting 5.3 Given a scenario, troubleshoot common

wired connectivity and performance issues

5.4 Given a scenario, troubleshoot common
wireless connectivity and performance issues

5.5 Given a scenario, troubleshoot common
network service issues
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How This Book Is Organized

Although this book could be read cover to cover, it is designed to be flexible and al-
low you to easily move between chapters and sections of chapters to cover just the
material that you need more work with. However, if you do intend to read all the
chapters, the order in the book is an excellent sequence to use:

m Chapter 1: Computer Network Fundamentals—This chapter covers what
a network does, what components tend to make up a network, and how we like
to define different networks.

m Chapter 2: The OSI Reference Model—The OSI model is an extremely
powerful guide we can use as we design, implement, and troubleshoot net-
works.

m Chapter 3: Network Components—This chapter drills deep into the dif-
terent devices we find in the network today as well as the media that connect
these devices.

m Chapter 4: Ethernet Technology—Speaking of media in the network, this
chapter expands on one of the most popular categories of network media—
Ethernet.

m Chapter 5: IPv4 and IPv6 Addresses—Addressing of systems is critical in
networks, and this chapter covers the addressing used in IPv4 and IPv6.

m Chapter 6: Routing IP Packets—Moving packets from one network to an-
other is the job of the router. This chapter ensures you are well versed in the
many technologies that operate in this category.

m Chapter 7: Wide Area Networks (WANs)—Moving packets across large
geographic distances is the job of the WAN; and this chapter breaks down the
technologies found in this area.

m Chapter 8: Wireless Technologies—Wires, who needs wires? Wireless
networking is here to stay. This chapter provides you with the details and even
includes such important topics as security and emerging technologies.

m Chapter 9: Network Optimization—Making the network more reliable is
the focus of this chapter.

m Chapter 10: Command-Line Tools—Fortunately, a tremendous number of
valuable tools can assist you in network troubleshooting. Some of these tools
are not graphical in nature and you use them at a command line.

m Chapter 11: Network Management—This chapter covers network manage-
ment in general and includes a look at more valuable tools.

From the Library of Frank Jefferson



Introduction xxxix

Chapter 12: Network Security—Now more than ever, our networks are
under attack. This chapter prepares you for the many challenges ahead in
this area.

Chapter 13: Network Policies and Best Practices—Many excellent
policies and plenty of best practices can assist you in your networking career.
This chapter covers some of the most important ones.

Chapter 14: Network Troubleshooting—Whereas other chapters just
touch on network troubleshooting, this chapter makes it the focus. Here, you
get a nice overall methodology you can use, as well as specifics on tools and
techniques.

Chapter 15: Final Preparation—This chapter provides guidance on how to
make sure you are as prepared as possible for the big exam (should you choose
to take it on).
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After completion of this chapter, you will be able to answer the following
questions:

m What is the purpose of a network?

m What are some examples of network components?
m How are networks defined by geography?

m How are networks defined by topology?

m How are networks defined by resource location?
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CHAPTER 1

Computer Network
Fundamentals

What comes to mind when you think of a computer network? Is it the Internet?
Is it email? Is it the wireless connection that lets you print to your printer from
your laptop? Is it the smart thermostat and lights of your home?

Whatever your current perception of a computer network, this book helps you
gain a deep appreciation and understanding of networked computing. Be aware
that although you think of computer networks as interconnecting computers,
today’s computer networks interconnect a variety of devices in addition to just
computers. Examples include game consoles, video-surveillance devices, IP-
based telephones, tablets, and smartphones. Therefore, throughout this book,
think of the term comzputer network as being synonymous with the more generic
term network, because these terms are used interchangeably.

In this chapter, the goal is to acquaint you with the purpose of a network and
help you categorize a given network based on criteria such as geography, topol-
ogy, and the location of the network’s resources. An implied goal of this and all
other chapters in this book is to prepare you to successfully pass the CompTTA
Network+ exam, which is a cornerstone exam in the information technology
(I'T) industry.
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Foundation Topics

Defining a Network

In the movie Field of Dreams, you heard, “If you build it, they will come.” That
statement most certainly applies to the evolution of network-based services seen in
modern-day networks. Computer networks are no longer relegated to allowing a
group of computers to access a common set of files stored on a computer chosen as
a file server. Instead, with the building of high-speed, highly redundant networks,
network architects are seeing the wisdom of placing a variety of traffic types on a
single network. Examples include voice and video, in addition to data. As you will
learn in this chapter, the Internet of Things (IoT") means that just about everything
wants to join your network, from the lights in your home to many of your house-
hold appliances!

One could argue that a network is the sum of its parts. So, as you begin your study
of networking, you should start to grasp a basic understanding of fundamental net-
working components. These components include such entities as the client, server,
hub, switch, and router, as well as the media used to interconnect these devices.

The Purpose of Networks

At its essence, a network’s purpose is to make connections. These connections might
be between a PC and a printer or between a laptop and the Internet, as just a couple
of examples. However, the true value of a network comes from the traffic flowing
over those connections. Consider a sampling of applications that can travel over a
network’s connections:

m File sharing between two computers
m Video chatting between computers located in different parts of the world

m Surfing the Web (for example, to use social media sites, watch streaming
video, listen to an Internet radio station, or do research for a school term

paper)
® Instant messaging (IM) between computers with IM software installed
= Email
m Voice over IP (VoIP), to replace traditional telephony systems
A term given to a network transporting multiple types of traffic (for example,

voice, video, and data) is converged network. A converged network might offer sig-
nificant cost savings to organizations that previously supported separate network
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infrastructures for voice, data, and video traffic. This convergence also potentially
reduces staffing costs, because only a single network needs to be supported, rather
than separate networks for separate traffic types.

Overview of Network Components

Designing, installing, administering, and troubleshooting a network uses your abil-
ity to recognize various network components and their functions. Although this is
the focus of Chapter 3, “Network Components,” before you continue much further,
you need a basic working knowledge of how individual components come together
to form a functioning network.

The components to consider for now are the client, server, hub, switch, router,
media, and wide area network (WAN) link. As a reference for this discussion,
consider Figure 1-1.

File
Client  Server

Remote

Network Client

Client Client

Figure 1-1 Sample Computer Network

The following list describes the network components depicted in Figure 1-1 and the
functions they serve:

m Client: The term client defines the device an end user uses to access a network.
"This device might be a workstation, laptop, smartphone with wireless capabili-
ties, or a variety of other end-user terminal devices.

m Server: A server, as the name suggests, serves up resources to a network. These
resources might include email access as given by an email server, web pages as
offered by a web server, or files available on a file server.
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m Hub: A hub is an older technology that interconnects network components,
such as clients and servers. Hubs vary in their number of available ports. How-
ever, for scalability, you can interconnect hubs, up to a point. If you chain too
many hubs together, network errors can result. As discussed further in Chapter
3,a hub is a Layer 1 device and does not perform any inspection of the traffic
it passes. Rather, a hub simply receives traffic in a port (that is, a receptacle to
which a network cable connects) and repeats that traffic out all the other ports.
Remember, for the local area network (LAN), the hub is considered obsolete.
"This chapter covers it for academic purposes.

m Switch: Like a hub, a switch interconnects network components, and switches
are available with a variety of port densities. However, unlike a hub, a switch
does not simply take in traffic on one port and blast that traffic out all other
ports. Rather, a switch learns which devices live off of which ports. It does
this by inspecting traffic that comes into the port (inbound) and recording
the source address. It then looks at the destination address and, if the switch
knows the destination address, it forwards the traffic out of the appropriate
port, not out of all the other ports. This dramatically cuts down on the volume
of traffic coursing through your network. Consider a switch a Layer 2 device,
which means that it makes its forwarding decisions based on addresses that are
physically burned into a network interface card (NIC) installed in a host (that
is, any device that transmits or receives traffic on a network). This burned-in
address is a Media Access Control (MAC) address. Note that today’s switches
are capable of functioning at higher layers of the network model but are still
mostly considered as Layer 2 devices. The main network model in use today
is the OSI model. This is covered in detail in Chapter 2, “The OSI Reference
Model.”

m Router: As discussed in Chapter 3, consider a router to be a Layer 3 device,
which means that it makes its forwarding decisions based on logical network
addresses. Most modern networks use Internet Protocol (IP) addressing.
Therefore, most routers know what logical IP networks live off which router
interfaces. Then, when traffic comes into a router, the router examines the
destination IP address of the traffic and, based on the router’s database of net-
works (that is, the routing table), it intelligently forwards the traffic out the
appropriate interface.

m Media: The previously mentioned devices need to be interconnected via some
sort of media. This media could be copper cabling. It could be a fiber-optic
cable. Media might not even be a cable, as is the case with wireless networks,
where radio waves travel through the media of air. Chapter 3 expands on this
discussion of media. For now, realize that media varies in its cost, bandwidth
capacity, and distance limitation. For example, although fiber-optic cabling
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is more expensive than unshielded twisted-pair cabling, it can typically carry
traffic over longer distances and has a greater bandwidth capacity (that is, the
capacity to carry a higher data rate).

= WAN link: Today, most networks connect to one or more other networks.
For example, if your company has two locations, and those two locations are
interconnected, via a Multiprotocol Label Switching (MPLS) network, the
link that interconnects those networks is typically referred to as a wide area
network (WAN) link. WANS, and technologies supporting WANS, are cov-
ered in Chapter 7, “Wide Area Networks.”

Networks Defined by Geography

As you might be sensing at this point, not all networks look the same. They vary in
many ways. One criterion by which networks are classified is how geographically
dispersed the network’s components are. For example, a network might intercon-
nect devices within an office, or a network might interconnect a database at a corpo-
rate headquarters location with a remote sales office found on the opposite side of

the globe.

Key Based on the geographic dispersion of network components, you can classify net-
Topic works into various categories, including the following:

m Local area network (LAN)

m Wide area network (WAN)

m Wireless local area network (WLAN)
m Storage area network (SAN)

= Campus area network (CAN)

m Metropolitan area network (MAN)

m Personal area network (PAN)

The following sections describe these different classifications of networks in more
detail.

LAN

A LAN interconnects network components within a local area (for example, within
a building). Examples of common LAN technologies you are likely to meet include
Ethernet (that is, IEEE 802.3) and wireless networks (that is, IEEE 802.11). Figure
1-2 illustrates an example of a LAN.
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File
Client Server

g

g Client

Client

Figure 1-2 Sample LAN Topology

NOTE IEEE stands for the Institute of Electrical and Electronics Engineers, and it is an
internationally recognized standards body.

WAN

A WAN interconnects network components that are geographically separated.

For example, a corporate headquarters might have multiple WAN connections

to remote office sites. Multiprotocol Label Switching (MPLS) and Asynchronous
Transfer Mode (ATM) are examples of WAN technologies. Figure 1-3 depicts a
simple WAN topology, which interconnects two geographically dispersed locations.

Figure 1-3 Sample WAN Topology

WLAN

A local area network made up of wireless networking devices is a wireless local area
network (WLAN). Chapter 8, “Wireless Technologies,” deals with this topic in detail.
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SAN

You can construct a high-speed, highly reliable network for the express purpose of
transmitting stored data. This network is called a storage area network.

Other Categories of Networks

Although LANs and WANSs are the most common terms used to categorize com-
puter networks based on geography, other categories include campus area network

(CAN), metropolitan area network (MAN), and personal area network (PAN).

CAN

Years ago, I was a network manager for a university. The university covered several
square miles and had several dozen buildings. Within many of these buildings was a
LAN. However, those building-centric LANs were interconnected. By these LANs
being interconnected, another network type was created, a CAN. Besides an actual
university campus, you might also find a CAN in an industrial park or business park.

MAN

More widespread than a CAN and less widespread than a WAN, a MAN intercon-
nects locations scattered throughout a metropolitan area. Imagine, for example, that
a business in Chicago has a location near O’Hare Airport, another location near the
Navy Pier, and another location in the Willis Tower (previously known as the Sears
Tower). If a service provider could interconnect those locations using a high-speed
network, such as a 10Gbps (that is, 10 billion bits per second) network, the intercon-
nection of those locations would form a MAN. One example of a MAN technology
is Metro Ethernet, which features much higher speeds than the traditional WAN
technologies that might have been used in the past to connect such locations.

PAN

A PAN is a network whose scale is even smaller than a LAN. For example, a connec-
tion between a PC and a digital camera via a universal serial bus (USB) cable could
be considered a PAN. Another example is a PC connected to an external hard drive
via a FireWire connection. A PAN, however, is not necessarily a wired connection.
A Bluetooth connection between your cell phone and your car’s audio system is con-

sidered a wireless PAN (WPAN). The main distinction of a PAN, however, is that
its range is typically limited to just a few meters.
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Networks Defined by Topology

In addition to classifying networks based on the geographic placement of their com-
ponents, another approach to classifying a network is to use the network’s topology.
Looks can be deceiving, however. You need to be able to distinguish between a
physical topology and a logical topology.

Physical Versus Logical Topology

Just because a network appears to be a star topology (that is, where the network
components all connect back to a centralized device, such as a switch), the traffic
might be flowing in a circular pattern through all the network components attached
to the centralized device. The actual traffic flow decides the logical topology, whereas
the way components are physically interconnected determines the physical topology.

For example, consider Figure 1-4, which shows a collection of computers connected
to a Token Ring media access unit (MAU). From a quick inspection of Figure 1-4,
you can conclude that the devices are physically connected in a star topology, where
the connected devices radiate out from a centralized aggregation point (that is, the
MAU in this example).

Token Ring
MAU

& &

Figure 1-4 Physical Star Topology

Next, contrast the physical topology in Figure 1-4 with the logical topology illus-
trated in Figure 1-5 and later in Figure 1-8. Although the computers physically
connect to a centralized MAU, when you examine the flow of traffic through (or in
this case, around) the network, you see that the traffic flow actually loops round-
and-round the network. The traffic flow dictates how to classify a network’s logical
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topology. In this instance, the logical topology is a 7ing topology because the traffic
circulates around the network as if circulating around a ring.

Token Ring
MAU

Figure 1-5 Logical Ring Topology
Before you run out and try and purchase a Token Ring network for your LAN, keep

in mind you’ll only see this technology in networking museums now!

Bus Topology

A bus topology, as depicted in Figure 1-6, typically uses a cable running through
the area needing connectivity. Devices that need to connect to the network then tap
into this nearby cable. Early Ethernet networks relied on bus topologies.

2 2

Figure 1-6 Bus Topology

A network tap might be in the form of a T connector (used in older 10BASE2
networks) or a vampire tap (used in older 10BASES networks). Figure 1-7 shows
an example of a T connector.
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Figure 1-7 T Connector

NOTE The Ethernet standards mentioned here (that is, 10BASE2 and 10BASES5),
in addition to many other Ethernet standards, are discussed in detail in Chapter 4,

“Ethernet Technology.”

A bus and all devices connected to that bus make up a network segment. As discussed
in Chapter 4, a single network segment is a single collision domain, which means
that all devices connected to the bus might try to gain access to the bus at the same
time, resulting in an error condition known as a coflision. Table 1-1 shows some of
the primary characteristics, benefits, and drawbacks of a bus topology.

Table 1-1 Characteristics, Benefits, and Drawbacks of a Bus Topology

Characteristics

Benefits

Drawbacks

One cable is used per
network segment.

Less cable is needed to
install a bus topology,
as compared with other
topologies.

Because a single cable is used per
network segment, the cable becomes a
potential single point of failure.

To support appropriate
electrical characteristics
of the cable, the cable
requires a terminator (of a
specific resistance) at each
end of the cable.

Depending on the media
used by the bus, a bus
topology can be less
expensive.

Troubleshooting a bus topology can
be difficult because problem isolation
might need an inspection of multiple
network taps to make sure they either
have a device connected or they are
properly terminated.
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Characteristics

Benefits

Drawbacks

Bus topologies were
popular in early Ethernet
networks.

Installation of a network
based on a bus topology
is easier than some other
topologies, which might
require extra wiring to be
installed.

Adding devices to a bus might cause an
outage for other users on the bus.

Network components tap
directly into the cable via
a connector such asa T

connector or a vampire tap.

An error condition existing on one
device on the bus can affect per-
formance of other devices on the bus.

A bus topology does not scale well
because all devices share the bandwidth
available on the bus. Also, if two
devices on the bus simultaneously
request access to the bus, an error
condition results.

Ring Topology

Figure 1-8 offers an example of a ring topology, where traffic flows in a circular
fashion around a closed network loop (that is, a ring). Typically, a ring topology
sends data, in a single direction, to each connected device in turn, until the intended
destination receives the data. Token Ring networks relied on a ring topology.

\/H\a

—

Figure 1-8 Ring Topology
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Token Ring, however, was not the only popular ring-based topology popular in net-
works back in the 1990s. Fiber Distributed Data Interface (FDDI) was another vari-
ant of a ring-based topology. Most FDDI networks (which, as the name suggests,
have fiber optics as the media) used not just one ring, but two. These two rings

sent data in opposite directions, resulting in counter-rotating rings. One benefit of
counter-rotating rings was that if a fiber broke, the stations on each side of the break
could interconnect their two rings, resulting in a single ring capable of reaching all
stations on the ring.

Because a ring topology allows devices on the ring to take turns transmitting on the
ring, contention for media access was not a problem, as it was for a bus topology. If
a network had a single ring, however, the ring became a single point of failure. If the

ring were broken at any point, data would stop flowing. Table 1-2 shows some of
the primary characteristics, benefits, and drawbacks of a ring topology.

Table 1-2 Characteristics, Benefits, and Drawbacks of a Ring Topology

Characteristics

Benefits

Drawbacks

Devices are
interconnected by
connecting to a single
ring or, in some cases
(for example, FDDI),
a dual ring.

A dual-ring topology adds

a layer of fault tolerance.
Therefore, if a cable break
occurred, connectivity to all
devices could be restored.

A break in a ring when a single ring
topology is used results in a network
outage for all devices connected to
the ring.

Each device on a ring
includes both a receiver
(for the incoming cable)
and a transmitter (for
the outgoing cable).

‘Troubleshooting is simplified
in the event of a cable break,
because each device on a ring
contains a repeater. When the
repeater on the far side of a
cable break does not receive
any data within a certain
amount of time, it reports an
error condition, typically in the
form of an indicator light on a
network interface card (NIC).

Rings have scalability limitations.
Specifically, a ring has a maximum
length and a maximum number of
attached stations. Once either of
these limits is exceeded, a single ring
might need to be divided into two
interconnected rings. A network
maintenance window might need to
be scheduled to perform this ring
division.

Each device on the ring
repeats the signal it
receives.

Because a ring must be a complete
loop, the amount of cable required
for a ring is usually higher than the
amount of cable required for a bus
topology serving the same number of
devices.
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Star Topology

Figure 1-9 shows a sample star topology with a hub at the center of the topology
and a collection of clients individually connected to the hub. Notice that a star
topology has a central point from which all attached devices radiate. In LANS, that
centralized device was typically a hub back in the early 1990s. Modern networks,
however, usually have a switch located at the center of the star.

NOTE Chapter 3 discusses UTP and other types of cabling.

-

ay
2 5

Figure 1-9 Star Topology

The star topology is the most popular physical LAN topology in use today, with an
Ethernet switch at the center of the star and unshielded twisted-pair (UTP) cable
used to connect from the switch ports to clients.

Table 1-3 identifies some of the primary characteristics, benefits, and drawbacks of a
star topology.

Table 1-3 Characteristics, Benefits, and Drawbacks of a Star Topology
Topic

Characteristics Benefits Drawbacks

Devices have A cable break only impacts More cable is required for a star
independent connections  the device connected via the  topology, as opposed to bus or ring
back to a central device ~ broken cable, and not the topologies because each device

(for example, a hub ora  entire topology. requires its own cable to connect
switch). back to the central device.

Star topologies are Troubleshooting is relatively  Installation can take longer for a
commonly used with simple because a central device star topology, as opposed to a bus
Ethernet technologies in the star topology acts as the or ring topology, because more
(described in Chapter 4). aggregation point of all the cable runs that must be installed.

connected devices.
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Hub-and-Spoke Topology

When interconnecting multiple sites (for example, multiple corporate locations) via
WAN links, a hub-and-spoke topology has a WAN link from each remote site (that
is, a spoke site) to the main site (that is, the bub site). This approach, an example of
which is shown in Figure 1-10, is similar to the star topology used in LANSs.

With WAN links, a service provider is paid a recurring fee for each link. Therefore,
a hub-and-spoke topology helps minimize WAN expenses by not directly connect-
ing any two spoke locations. If two spoke locations need to communicate between
themselves, their communication is sent via the hub location. Table 1-4 contrasts

the benefits and drawbacks of a hub-and-spoke WAN topology.

=

/ Pﬁ’(\
=2 = V2

N

&

Figure 1-10 Hub-and-Spoke Topology

Table 1-4 Characteristics, Benefits, and Drawbacks of a Hub-and-Spoke WAN Topology

Characteristics Benefits

Drawbacks

Each remote site (thatis, Costs are reduced (as compared
a spoke) connects back to to a full-mesh or partial-mesh
a main site (that is, the  topology) because a minimal
hub) via a WAN link. number of links is used.

Suboptimal routes must be used
between remote sites because all
intersite communication must
travel via the main site.
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Characteristics Benefits Drawbacks

Communication between Adding one or more additional ~ Because all remote sites converge
two remote sites travels  sites is easy (as compared to on the main site, this hub site
through the hub site. a full-mesh or partial-mesh potentially becomes a single point

topology) because only one link of failure.
needs to be added per site.

Because each remote site is
reachable by only a single WAN
link, the hub-and-spoke topology
lacks redundancy.

Full-Mesh Topology

Whereas a hub-and-spoke WAN topology lacked redundancy and suffered from
suboptimal routes, a full-mesh topology, as shown in Figure 1-11, directly connects
every site to every other site.

z

Figure 1-11 Full-Mesh Topology

Because each site connects directly to every other site, an optimal path can be
selected, as opposed to relaying traffic via another site. Also, a full-mesh topology
is highly fault tolerant. By inspecting Figure 1-11, you can see that multiple links
in the topology could be lost, and every site might still be able to connect to every
other site. Table 1-5 summarizes the characteristics of a full-mesh topology.
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Table 1-5 Characteristics, Benefits, and Drawbacks of a Full-Mesh WAN Topology

Characteristics

Benefits

Drawbacks

Every site has a direct WAN connection
to every other site.

An optimal route exists
between any two sites.

A full-mesh network can be
difficult and expensive to
scale, because the addition
of one new site requires a
new WAN link between
the new site and every
other existing site.

The number of required WAN
connections can be calculated with the
formulaw=n* @ —-1)/2, where w =
the number of WAN links and 7 = the
number of sites. For example, a network
with 10 sites would require 45 WAN
connections to form a fully meshed
network: 45 =10* (10 -1)/ 2.

A full-mesh network is
fault tolerant because
one or more links can
be lost and reachability
between all sites might
still be maintained.

Troubleshooting a
full-mesh network
is relatively easy
because each link is
independent of the
other links.

Partial-Mesh Topology

A partial-mesh WAN topology, as depicted in Figure 1-12, is a hybrid of the previ-
ously described hub-and-spoke topology and full-mesh topology. Specifically, a
partial-mesh topology can be designed to offer an optimal route between selected
sites while avoiding the expense of interconnecting every site to every other site.
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Figure 1-12 Partial-Mesh Topology

When designing a partial-mesh topology, a network designer must consider net-
work traffic patterns and strategically add links interconnecting sites that have
higher volumes of traffic between themselves. Table 1-6 highlights the characteris-
tics, benefits, and drawbacks of a partial-mesh topology.

Table 1-6 Characteristics, Benefits, and Drawbacks of a Partial-Mesh Topology

Characteristics Benefits Drawbacks

Selected sites (that is, sites with A partial-mesh topology A partial-mesh topology
frequent intersite communication)  provides optimal routes is less fault tolerant than a
are interconnected via direct between selected sites with  full-mesh topology.

links, whereas sites that have higher intersite traffic

less-frequent communication can  volumes while avoiding the

communicate via another site. expense of interconnecting

every site to every other site.

A partial-mesh topology uses fewer A partial-mesh topology is A partial-mesh topology is
links than a full-mesh topology and more redundant than a hub- more expensive than a hub-
more links than a hub-and-spoke  and-spoke topology. and-spoke topology.
topology for interconnecting the

same number of sites.
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Wireless Topologies

To say that wireless technologies have grown popular as of late would be a huge

understatement. As such, three major categories of wireless topologies have been
identified. Although this section provides a high-level overview of these network
designs, keep in mind that Chapter 8 offers a much greater level of detail.

Ad Hoc

The simplest of wireless topologies is the ad hoc wireless network. This means
that the wireless nodes are in charge of sending and receiving traffic to each other,
without the assistance of infrastructure devices, such as switches or access points.
Some network engineers refer to the ad hoc topology as simply a wireless peer-to-
peer (P2P) type of network. One common example of an ad hoc wireless network
would be Apple’s AirDrop, used to send files between two smartphones. This
author prefers the more formal and specific ad hoc terminology. Your Network+
exam does as well! The opposite of this approach is an infrastructure topology,
which is discussed next.

Infrastructure

With the infrastructure topology, you have specialized wireless equipment for per-
mitting the wireless communications to take place. Many homes today feature a
wireless local area network (WLAN). A wireless access point (WAP) allows the vari-
ous computers (and other wireless devices) to communicate with each other through
the WAP acting like a hub device. This WAP connects to the service provider (SP)
of the home user with a wired connection. For example, a coaxial cable could con-
nect to the broadband cable service for high-speed Internet connectivity.

Mesh

A specific type of ad hoc wireless topology is the mesh. This topology is more
sophisticated than the ad hoc in that specialized nodes help move the traffic
throughout the topology. Note that these devices are not as fancy as the access
points found in an infrastructure type of topology. The first wireless mesh topol-
ogy I ever had the pleasure of working on was one that could adequately provide
coverage for a large recreational vehicle (RV) park. Obvious challenges with this
design came in the form of interference and the nodes’ ability to sustain harsh envi-
ronmental conditions often found in Florida, USA. Yes, that would be sun and the
occasional tropical storm.
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Networks Defined by Resource Location

Yet another way to categorize networks is based on where network resources reside.
An example of a client/server network is a collection of PCs all sharing files found on
a centralized server. However, if those PCs had their operating system (for exam-
ple, Microsoft Windows 10 or Mac OS X)) configured for file sharing, they could
share files from one another’s hard drives. This is referred to as a peer-to-peer net-
work, because the peers (the PCs in this example) make resources available to other
peers. The following sections describe client/server and peer-to-peer networks in
more detail.

Client/Server Networks

Figure 1-13 illustrates an example of a client/server network, where a dedicated file
server gives shared access to files, and a networked printer is available as a resource
to the network’s clients. Client/server networks are commonly used by businesses.
Because resources are found on one or more servers, administration is simpler than
trying to administer network resources on multiple peer devices.

File
Server

=

Client

Networked
Printer

Client Client

Figure 1-13 Client/Server Network Example

The performance of a client/server network can be better than that of a peer-to-
peer network because resources can be located on dedicated servers rather than on
a PC running a variety of end-user applications. You can simplify backups because
fewer locations must be backed up. However, client/server networks come with the
extra expense of dedicated server resources. Table 1-7 contrasts the benefits and
drawbacks of client/server networks.

From the Library of Frank Jefferson



22  CompTIA Network+ N10-007 Cert Guide

Ke

Characteristics

Benefits

Table 1-7 Characteristics, Benefits, and Drawbacks of a Client/Server Network

Drawbacks

Client devices (for
example, PCs) share a
common set of resources
(for example, file or print
resources) located on one

or more dedicated servers.

Client/server networks
can easily scale, which
might require the
purchase of additional
client licenses.

Because multiple clients might rely on
a single server for their resources, the
single server can become a single point
of failure in the network.

Resource sharing is made
possible via dedicated
server hardware and

network operating systems.

Administration is
simplified, because
parameters, such as file-
sharing permissions and
other security settings,
can be administered on
a server as opposed to
multiple clients.

Client/server networks can cost more
than peer-to-peer networks. For
example, client/server networks might
need the purchase of dedicated server
hardware and a network OS with an
appropriate number of licenses.

NOTE A server in a client/server network could be a computer running a network
operating system (NOS) such as Linux Server or one of the Microsoft Windows
Server operating systems. Alternatively, a server might be a host making its file
system available to remote clients via the Network File System (NES) service, which
was originally developed by Sun Microsystems.

NOTE A variant of the traditional server in a client/server network, where the
server provides shared file access, is network-attached storage (INAS). A NAS device
is a mass storage device that attaches directly to a network. Rather than running an
advanced NOS, a NAS device usually makes files available to network clients via a

service such as NFS.

Peer-to-Peer Networks

Peer-to-peer networks allow interconnected devices (for example, PCs) to share
their resources with one another. Those resources could be, for example, files or
printers. As an example of a peer-to-peer network, consider Figure 1-14, where

each of the peers can share files on their own hard drives, and one of the peers has a
directly attached printer that can be shared with the other peers in the network.
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Peer

Printer Peer Peer

Peer Peer

Figure 1-14 Peer-to-Peer Network Example

Peer-to-peer networks are seen in smaller businesses and in homes. The popular-
ity of these peer-to-peer networks is fueled in part by client operating systems that
support file and print sharing. Scalability for peer-to-peer networks is a concern,
however. Specifically, as the number of devices (that is, peers) increases, the admin-
istration burden increases. For example, a network administrator might have to
manage file permissions on multiple devices, as opposed to a single server. Consider
the characteristics of peer-to-peer networks as presented in Table 1-8.

Table 1-8 Characteristics, Benefits, and Drawbacks of a Peer-to-Peer Network
Topic

Characteristics Benefits Drawbacks

Client devices (for Peer-to-peer networks can be Scalability is limited because
example, PCs) share installed easily because resource of the increased administration
their resources (for sharing is made possible by the burden of managing multiple
example, file and printer clients’ operating systems, and clients.

resources) with other knowledge of advanced NOSs is

client devices. not required.
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Characteristics

Benefits

Drawbacks

Resource sharing is
made available through
the clients’ operating
systems.

Peer-to-peer networks usually cost
less than client/server networks
because there is no requirement
for dedicated server resources or
advanced NOS software.

Performance might be less
than that seen in a client/server
network because the devices
providing network resources
might be performing other
tasks not related to resource
sharing (for example, word
processing).

NOTE Some networks have characteristics of both peer-to-peer and client/server
networks. For example, all PCs in a company might point to a centralized server
for accessing a shared database in a client/server topology. However, these PCs
might simultaneously share files and printers between one another in a peer-to-peer
topology. Such a network, which has a mixture of client/server and peer-to-peer
characteristics, is called a hybrid network.

Real-World Case Study

The headquarters for Acme, Inc., is located on a single floor of a downtown build-
ing. Acme also has two branch offices, Branch1 and Branch2, that are in remote
locations. The company wants to do file sharing, instant messaging, email, and
voice on its own private networks when possible. It also wants connectivity to the
Internet. At the headquarters location, they set up a LAN with UTP (Cat 5) cabling,
with the clients and servers connected to a central switch. This forms a physical

star topology. For connectivity between HQ and its two branch offices, the com-
pany uses a service provider (SP) for WAN connectivity. The SP provides logical,
point-to-point connections between the headquarters office to both of the branch
locations. Physically, the path between the headquarters to each branch office is
going through several routers in the SP’s network. For the time being, Branch1 and
Branch2 do not have direct connectivity to each other, so branch-to-branch traffic
must pass through the headquarters site (hub and spoke). Next year, as more funds
are available, the company can add WAN connectivity directly between Branchl
and Branch2. This will change the WAN topology from hub and spoke to full mesh.
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Summary
The main topics covered in this chapter are the following:

m This chapter introduced you to various network components, including the
client, server, hub, switch, router, media, and WAN link.

® One way to classify networks is by their geographical dispersion. Specifi-
cally, these network types were identified: LAN, WAN, CAN, MAN, PAN;
WLAN, and SAN.

= Another approach to classifying networks is based on a network’s topology.
Examples of network types, based on topology, include bus, ring, star, partial
mesh, full mesh, and hub and spoke. This text also provided information on
the various wireless topologies available.

m This chapter contrasted client/server and peer-to-peer networks.

Exam Preparation Tasks

Review All the Key Topics

Review the most important topics from inside the chapter, noted with the Key
Topic icon in the outer margin of the page. Table 1-9 lists these key topics and the
page numbers where each is found.

Key Table 1-9 Key Topics for Chapter 1
Topic

Key Topic Description Page
Element Number
List Network types, as defined by geography 7
Table 1-1 Characteristics, benefits, and drawbacks of a bus topology 12
Table 1-2 Characteristics, benefits, and drawbacks of a ring topology 14
Table 1-3 Characteristics, benefits, and drawbacks of a star topology 15
Table 1-4 Characteristics, benefits, and drawbacks of a hub-and-spoke 16
topology

Table 1-5 Characteristics, benefits, and drawbacks of a full-mesh topology 18

Table 1-6 Characteristics, benefits, and drawbacks of a partial-mesh topology 19

Table 1-7 Characteristics, benefits, and drawbacks of a client/server network 22

Table 1-8 Characteristics, benefits, and drawbacks of a peer-to-peer network 23
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Complete Tables and Lists from Memory

Print a copy of Appendix C, “Memory Tables,” or at least the section for this chap-
ter, and complete as many of the tables as possible from memory. Appendix D,
“Memory Tables Answer Key,” includes the completed tables and lists so you can
check your work.

Define Key Terms

Define the following key terms from this chapter, and check your answers in the
Glossary:

client, server, hub, switch, router, media, WAN link, local area network (LAN)),
wide area network (WAN), campus area network (CAN), metropolitan area
network (MAN), personal area network (PAN), wireless local area network

(WLAN), storage area network (SAN), logical topology, physical topology,
bus topology, ring topology, star topology, hub-and-spoke topology, full-mesh
topology, partial-mesh topology, ad hoc topology, infrastructure topology,
wireless mesh topology, client/server network, peer-to-peer network

Complete Chapter 1 Hands-On Lab in Network+
Simulator Lite

= Network Topologies

Additional Resources
Routers and Switches, Oh My!: http://ajsnetworking.com/intrors

Network Topology: https://en.wikipedia.org/wiki/Network_topology

Review Questions

The answers to these review questions appear in Appendix A, “Answers to Review
Questions.”

1. Which of the following provides the media (wired or wireless) to facilitate the
transfer of data?

a. Server
b. LAN
c. Client

d. Router
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Which device makes traffic-forwarding decisions based on MAC addresses?
a. Hub
b. Router
c. Switch

d. Multiplexer

A company has various locations in a city interconnected using Metro Ether-
net connections. This is an example of what type of network?

a. WAN
b. CAN
c. PAN
d. MAN

A network formed by interconnecting a PC to a digital camera via a USB cable
is considered what type of network?

a. WAN
b. CAN
c. PAN
d. MAN

Which of the following physical LAN topologies requires the most cabling?
a. Bus
b. Ring
c. Star
d. WLAN

Which of the following topologies offers the highest level of redundancy?
a. Full mesh
b. Hub and spoke

Bus

Partial mesh

e

e
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7.  How many WAN links are required to create a full mesh of connections
between five remote sites?

a. 5
b. 10
c. 15
d. 20

8.  Identify two advantages of a hub-and-spoke WAN topology as compared to a
full-mesh WAN topology.

a. Lower cost
b. Optimal routes
c. More scalable

d. More redundancy

9.  Which type of network is based on network clients sharing resources with one
another?

Client/server

a.
b. Client-peer

o

Peer-to-peer

d. Peer-to-server

10.  Which of the following is an advantage of a peer-to-peer network, as com-
pared with a client/server network?

a. More scalable
b. Less expensive
c. Better performance

d. Simplified administration

11.  What type of wireless topology features the use of access points to facilitate
network communications?

a. Ad hoc
b. Mesh
c. Infrastructure

d. Ring
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12.  What network type would help facilitate communications when large video or
audio files need to be housed and transferred through the network?

a. WLAN
b. CAN
c. PAN
d. SAN
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After completion of this chapter, you will be able to answer the following
questions:

m What is the purpose of a network model?
m What are the layers of the OSI model?
m What are the characteristics of each layer of the OSI model?

How does the TCP/IP stack compare to the OSI model?

What are the well-known TCP and/or UDP port numbers for a given
collection of common applications?
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CHAPTER 2

The OSI Reference Model

Way back in 1977, the International Organization for Standardization (ISO)
developed a subcommittee to focus on the interoperability of multivendor
communications systems. This is fancy language for getting network “thin-
gies” to communicate with each other, even if different companies made those
network “thingies.” What sprang from this subcommittee was the Open Sys-
tems Interconnection (OSI) reference model (referred to as the OSI model or
the OSI stack). With this model, you can talk about any networking technology
and categorize that technology as residing at one or more of the seven layers of
the model.

"This chapter defines those seven layers and offers examples of what you might
find at each layer. It also contrasts the OSI model with another model—the
TCP/IP stack, also known as the Department of Defense (DoD) model—that
focuses on Internet Protocol (IP) communications.
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Foundation Topics

The Purpose of Reference Models

Throughout this book, various protocols and devices that play a role in your net-
work (and your networking career) are introduced. To better understand how a
technology fits in, it helps to have a common point of reference against which vari-
ous technologies from different vendors can be compared. Understanding the OSI
model is useful in troubleshooting networks.

One of the most common ways of categorizing the function of a network technology
is to say at what layer (or layers) of the OSI model that technology runs. Based on
how that technology performs a certain function at a certain layer of the OSI model
allows you to better decide whether one device is going to be able to communicate
with another device, which might or might not be using a similar technology at that
layer of the OSI reference model.

For example, when your laptop connects to a web server on the Internet, your ser-
vice provider assigns your laptop an IP address. Similarly, the web server to which
you are communicating has an IP address. As you see in this chapter, an IP address
lives at Layer 3 (the network layer) of the OSI model. Because both your laptop and
the web server use a common protocol (that is, IP) at Layer 3, they are capable of
communicating with one another.

Personally, I have been in the computer-networking industry since 1989, and 1
have had the OSI model explained in many classes I have attended and books I have
read. From this, I have taken away a collection of metaphors to help describe the
operation of the different layers of the OSI model. Some of the metaphors involve
sending a letter from one location to another or placing a message in a series of
envelopes. However, my favorite (and a more correct) way to describe the OSI
model is to simply think of it as being analogous to a bookshelf, such as the one
shown in Figure 2-1.

From the Library of Frank Jefferson



Ke

Chapter 2: The OSI Reference Model 33

Figure 2-1 A Bookshelf Is Analogous to the OSI Model

If you were to look at a bookshelf in my home, you would see that I organized
diverse types of books on different shelves. One shelf has my collection of Star Wars
books, another shelf holds the books I wrote for Pearson, another shelf holds my
old-school audio books, and so on. I grouped similar books together on a shelf, just
as the OSI model groups similar protocols and functions together in a layer.

A common pitfall my readers meet when studying the OSI model is to try to neatly
fit all the devices and protocols in their network into one of the OSI model’s seven
layers. However, not every technology is a perfect fit into these layers. In fact, some
networks might not have any technologies running at one or more of these layers.
This reminds me of my favorite statement about the OSI model. It comes from Rich
Seifert’s book The Switch Book. In that book, Rich reminds us that the OSI model is
a reference model, not a reverence model. That is, no cosmic law states that all tech-
nologies must cleanly plug into the model. So, as you discover the characteristics of
the OSI model layers throughout this chapter, remember that these layers are like
shelves for organizing similar protocols and functions, not immutable laws.

The OSI Model

As previously described, the OSI model consists of seven layers:

Layer 1: The physical layer

Layer 2: The data link layer

Layer 3: The network layer

Layer 4: The transport layer
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m Layer 5: The session layer
m Layer 6: The presentation layer
m Layer 7: The application layer

Graphically, we depict these layers with Layer 1 at the bottom of the stack, as shown
in Figure 2-2.

Physical

Figure 2-2 OS| “Stack”

Various mnemonics are available to help memorize these layers in their proper
order. A top-down (that is, starting at the top of the stack with Layer 7 and working
your way down to Layer 1) acrostic is A/ People Seemr To Need Data Processing. As a
couple of examples, using this acrostic, the 4 in All reminds us of the 4 in Applica-
tion, and the P in People reminds us of the P in Presentation. Another common
memory aid is Please Do Not Throw Sausage Pizza Away, which begins at Layer 1 and
works its way up to Layer 7.

At the physical layer, binary expressions (that is, a series of 1s and Os) represent data.
A binary expression is created using bits, where a bit is a single 1 or a single 0. At
upper layers, however, bits are grouped together, into what is known as a protocol
data unit (PDU) or a data service unit.

Engineers tend to use the term packet generically to refer to these PDUs. However,
PDUs might have an added name, depending on their OSI layer. Figure 2-3 illus-
trates these PDU names. A common memory aid for these PDUs is Somze People
Fear Birthdays, where the S in Some reminds us of the S in Segments. The P in
People reminds us of the P in Packets, and the F in Fear reflects the F in Frames.
Finally, the B in Birthdays reminds us of the B in Bits.
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Key

Topic Application

Figure 2-3 PDU Names

Frames

43433

Layer 1: The Physical Layer

The concern of the physical layer, as shown in Figure 2-4, is the transmission of bits
on the network along with the physical and electrical characteristics of the network.

Key

) Application
Topic _

Data Link « How bits are represented on the medium
Bl U « Wiring standards for connectors and jacks
. « Physical topology
Physical « Synchronizing bits
o Bandwidth usage
o Multiplexing strategy

Figure 2-4 Layer 1: The Physical Layer

The physical layer defines the following:

= How to represent bits on the medium: Data on a computer network is
represented as a binary expression. Chapter 5, “IPv4 and IPv6 Addresses,”
discusses binary in much more detail. Electrical voltage (on copper wiring) or
light (carried via fiber-optic cabling) can represent these 1s and Os.
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For example, the presence or the absence of voltage on a wire portrays a
binary 1 or a binary 0, respectively, as illustrated in Figure 2-5. Similarly, the
presence or absence of light on a fiber-optic cable renders a 1 or 0 in binary.
"This type of approach is called current state modulation.

+5
1
1

Voltage

Time
Figure 2-5 Current State Modulation

An alternate approach to portraying binary data is state transition modulation, as
shown in Figure 2-6, where the transition between voltages or the presence of

light shows a binary value.

o1+ o 1 1 1 1 1 1

Voltage

O
v

Time

Figure 2-6 Transition Modulation

NOTE Other modulation types you might be familiar with from radio include
amplitude modulation (AM) and frequency modulation (FM). AM uses a variation
in a waveform’s amplitude (that is, signal strength) to portray the original signal.
However, FM uses a variation in frequency to stand for the original signal.

m Wiring standards for connectors and jacks: Chapter 3, “Network Compo-
nents,” describes several standards for network connectors. For example, the
TTA/EIA-568-B standard describes how to wire an RJ-45 connector for use on
a 100BASE-TX Ethernet network, as shown in Figure 2-7.
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Pin 8

Pin 1

I_[

Figure 2-7 TIA/EIA-568-B Wiring Standard for an RJ-45 Connector

= Physical topology: Layer 1 devices view a network as a physical topology (as
opposed to a logical topology). Examples of a physical topology include bus,
ring, and star topologies, as described in Chapter 1, “Computer Network
Fundamentals.”

» Synchronizing bits: For two networked devices to successfully communicate
at the physical layer, they must agree on when one bit stops and another bit
starts. Specifically, the devices need a method to synchronize the bits. Two
basic approaches to bit synchronization include asynchronous and synchronous
synchronization:

m  Asynchronous: With this approach, a sender states that it is about to
start transmitting by sending a start bit to the receiver. When the receiv-
er sees this, it starts its own internal clock to measure the next bits. After
the sender transmits its data, it sends a stop bit to say that it has finished
its transmission.

m Synchronous: This approach synchronizes the internal clocks of both
the sender and the receiver to ensure that they agree on when bits begin
and end. A common approach to make this synchronization happen is to
use an external clock (for example, a clock given by a service provider).
The sender and receiver then reference this external clock.

= Bandwidth usage: The two fundamental approaches to bandwidth usage on a
network are broadband and baseband:

m Broadband: Broadband technologies divide the bandwidth available on a
medium (for example, copper or fiber-optic cabling) into different chan-
nels. A sender can then transmit different communication streams over
the various channels. For example, consider frequency-division multi-
plexing (FDM) used by a cable modem. Specifically, a cable modem uses
certain ranges of frequencies on the cable coming into your home from
the local cable company to carry incoming data, another range of fre-
quencies for outgoing data, and several other frequency ranges for vari-
ous TV stations.
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m Baseband: Baseband technologies, in contrast, use all the available
frequencies on a medium to send data. Ethernet is an example of a net-
working technology that uses baseband.

m Multiplexing strategy: Multiplexing allows multiple communications ses-
sions to share the same physical medium. Cable TV, as previously mentioned,
allows you to receive multiple channels over a single physical medium (for
example, a coaxial cable plugged into the back of your television). Here are
some of the more common approaches to multiplexing:

» Time-division multiplexing (TDM): TDM supports different com-
munication sessions (for example, different telephone conversations in a
telephony network) on the same physical medium by causing the sessions
to take turns. For a brief period, defined as a timze slot, data from the first
session is sent, followed by data from the second session. This continues
until all sessions have had a turn, and the process repeats itself.

m  Statistical time-division multiplexing (StatTDM): A downside to
TDM is that each communication session receives its own time slot, even
if one of the sessions does not have any data to send at the moment. To
make a more efficient use of available bandwidth, Stat TDM dynamically
assigns time slots to communications sessions on an as-needed basis.

» Frequency-division multiplexing (FDM): FDM divides a medium’s
frequency range into channels, and different communication sessions
send their data over different channels. As previously described, this
approach to bandwidth usage is called broadband.

Examples of devices defined by physical layer standards include hubs, wireless access
points, and network cabling.

NOTE A hub interconnects PCs in a LAN. However, it is considered a physical
layer device because a hub takes bits coming in on one port and retransmits those
bits out all other ports. At no point does the hub interrogate any addressing
information in the data.

Layer 2: The Data Link Layer

The data link layer is concerned with the following:

Packaging data into frames and transmitting those frames on the network

Performing error detection/correction

Uniquely finding network devices with an address

Handling flow control
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These processes are referred to collectively as daza link control (DLC) and are illus-
trated in Figure 2-8.

Key

) Application
Tobic

Session

« Physical addressing

MAC « Logical topology
o Method of transmitting on the media
Physical . .
LLC « Connection services

« Synchronizing transmissions

Figure 2-8 Layer 2: The Data Link Layer

In fact, the data link layer is unique from the other layers in that it has two sublayers
of its own: MAC and LLC.

Media Access Control
Characteristics of the Media Access Control (MAC) sublayer include the following:

m Physical addressing: A common example of a Layer 2 address is a MAC
address, which is a 48-bit address assigned to a device’s network interface
card (NIC). MAC addresses are written in hexadecimal notation (for example,
58:55:ca:eb:27:83). The first 24 bits of the 48-bit address is the vendor code.
The IEEE Registration Authority assigns a manufacturer one or more unique
vendor codes. You can use the list of vendor codes at http://standards.ieee.
org/develop/regauth/oui/oui.txt to identify the manufacturer of a networking
device, based on the first half of the device’s MAC address. The last 24 bits of
a MAC address are assigned by the manufacturer, and they act as a serial num-
ber for the device. No two MAC addresses in the world should have the same
value.

m Logical topology: Layer 2 devices view a network as a logical topology.
Examples of a logical topology include bus and ring topologies, as described in
Chapter 1.

= Method of transmitting on the media: With several devices connected to a
network, there needs to be some strategy for deciding when a device sends on
the media. Otherwise, multiple devices might send at the same time and thus
interfere with one another’s transmissions.
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Logical Link Control
Characteristics of the Logical Link Control (LLC) sublayer include the following:

m Connection services: When a device on a network receives a message from
another device on the network, that recipient device can give feedback to the
sender in the form of an acknowledgment message. The two main functions
provided by these acknowledgment messages are as follows:

m Flow control: Limits the amount of data a sender can send at one time;
this prevents the sender from overwhelming the receiver with too much
information.

m Error control: Allows the recipient of data to let the sender know
whether the expected data frame was not received or whether it was
received but is corrupted. The recipient figures out whether the data
frame is corrupt by mathematically calculating a checksum of the data
received. If the calculated checksum does not match the checksum
received with the data frame, the recipient of the data draws the conclu-
sion that the data frame is corrupted and can then notify the sender via
an acknowledgment message.

m Synchronizing transmissions: Senders and receivers of data frames need to
coordinate when a data frame is being transmitted and should be received.
The three methods of performing this synchronization are detailed here:

m Isochronous: With isochronous transmission, network devices look to
a common device in the network as a clock source, which creates fixed-
length time slots. Network devices can determine how much free space,
if any, is available within a time slot and then insert data into an avail-
able time slot. A time slot can accommodate more than one data frame.
Isochronous transmission does not need to provide clocking at the begin-
ning of a data string (as does synchronous transmission) or for every
data frame (as does asynchronous transmission). As a result, isochronous
transmission uses little overhead when compared to asynchronous or
synchronous transmission methods.

m  Asynchronous: With asynchronous transmission, network devices refer-
ence their own internal clocks, and network devices do not need to syn-
chronize their clocks. Instead, the sender places a start bit at the begin-
ning of each data frame and a stop bit at the end of each data frame.
These start and stop bits tell the receiver when to monitor the medium
for the presence of bits.
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An additional bit, called the parity bir, might also be added to the end

of each byte in a frame to detect an error in the frame. For example, if
even parity error detection (as opposed to odd parity error detection) is
used, the parity bit (with a value of either 0 or 1) would be added to the
end of a byte, causing the total number of 1s in the data frame to be an
even number. If the receiver of a byte is configured for even parity error
detection and receives a byte where the total number of bits (including
the parity bit) is even, the receiver can conclude that the byte was not
corrupted during transmission.

NOTE Using a parity bit to detect errors might not be effective if a byte has more
than one error (that is, more than one bit that has been changed from its original
value).

m Synchronous: With synchronous transmission, two network devices that
want to communicate between themselves must agree on a clocking method to
show the beginning and ending of data frames. One approach to providing this
clocking is to use a separate communications channel over which a clock signal
is sent. Another approach relies on specific bit combinations or control charac-
ters to indicate the beginning of a frame or a byte of data.

Like asynchronous transmissions, synchronous transmissions can perform
error detection. However, rather than using parity bits, synchronous
communication runs a mathematical algorithm on the data to create a cyclic
redundancy check (CRC). If both the sender and the receiver calculate the
same CRC value for the same chunk of data, the receiver can conclude that the
data was not corrupted during transmission.

Examples of devices defined by data link layer standards include switches, bridges,
and NICs.

NOTE NICs are not entirely defined at the data link layer because they are partially
based on physical layer standards, such as a NIC’s network connector.

Layer 3: The Network Layer

The network layer, as shown in Figure 2-9, is primarily concerned with forwarding
data based on logical addresses.
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Figure 2-9 Layer 3: The Network Layer

Although many network administrators think of routing and IP addressing when
they hear about the network layer, this layer is actually responsible for a variety
of tasks:

m Logical addressing: Whereas the data link layer uses physical addresses to
make forwarding decisions, the network layer uses logical addressing to make
forwarding decisions. A variety of routed protocols (for example, AppleTalk
and IPX) have their own logical addressing schemes, but by far, the most
widely deployed routed protocol is Internet Protocol (IP). Chapter 5 discusses
IP addressing in detail.

m Switching: Engineers often associate the term switching with Layer 2 technol-
ogies; however, the concept of switching also exists at Layer 3. Switching, at
its essence, is making decisions about how data should be forwarded. At Layer
3, three common switching techniques exist:

m Packet switching: With packet switching, a data stream is divided into
packets. Each packet has a Layer 3 header that includes a source and
destination Layer 3 address. Another term for packet switching is routing,
which is discussed in more detail in Chapter 6, “Routing IP Packets.”

m  Circuit switching: Circuit switching dynamically brings up a dedicated
communication link between two parties for those parties to communicate.

As a simple example of circuit switching, think of making a phone call
from your home to a business. Assuming you have a traditional landline
servicing your phone, the telephone company’s switching equipment
interconnects your home phone with the phone system of the business
you are calling. This interconnection (that is, circuit) only exists for the
duration of the phone call.
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m  Message switching: Unlike packet switching and circuit switching
technologies, message switching is usually not well suited for real-time
applications because of the delay involved. Specifically, with message
switching, a data stream is divided into messages. Each message is
tagged with a destination address, and the messages travel from one net-
work device to another network device on the way to their destination.
Because these devices might briefly store the messages before forwarding
them, a network using message switching is sometimes called a store-and-
forward network. Metaphorically, you could visualize message switching
like routing an email message, where the email message might be briefly
stored on an email server before being forwarded to the recipient.

® Route discovery and selection: Because Layer 3 devices make forwarding
decisions based on logical network addresses, a Layer 3 device might need to
know how to reach various network addresses. For example, a common Layer
3 device is a router. A router can maintain a routing table indicating how to
forward a packet based on the packet’s destination network address.

A router can have its routing table populated via manual configuration (that is,
by entering static routes), via a dynamic routing protocol (for example, RIP,
OSPF, or EIGRP), or simply by the fact that the router is directly connected
to certain networks.

NOTE Routing protocols are discussed in Chapter 6.

m Connection services: Just as the data link layer offers connection services for
flow control and error control, connection services also exist at the network
layer. Connection services at the network layer can improve the communication
reliability, if the data link’s LL.C sublayer is not performing connection services.

The following functions are performed by connection services at the network layer:

m Flow control (also known as congestion control): Helps prevent a sender
from sending data more rapidly than the receiver is capable of receiving it.

m Packet reordering: Allows packets to be placed in the proper sequence as
they are sent to the receiver. This might be necessary because some networks
support load balancing, where multiple links are used to send packets between
two devices. Because multiple links exist, packets might arrive out of order.

Examples of devices found at the network layer include routers and multilayer
switches. The most common Layer 3 protocol in use, and the protocol on which the
Internet is based, is IPv4. However, IPv6 is beginning to be more common on net-
works today.
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NOTE Routers and multilayer switches are discussed in Chapter 3.

Layer 4: The Transport Layer

The transport layer, as shown in Figure 2-10, acts as a dividing line between the
upper layers and lower layers of the OSI model. Specifically, messages are taken
from upper layers (Layers 5-7) and are encapsulated into segments for transmission
to the lower layers (Layers 1-3). Similarly, data streams coming from lower layers
are de-encapsulated and sent to Layer 5 (the session layer), or some other upper
layer, depending on the protocol.

Key

) Application
Topic
« TCP/UDP
« Buffering
Data Link
Physical

Figure 2-10 Layer 4: The Transport Layer

Two common transport layer protocols are Transmission Control Protocol (T'CP)
and User Datagram Protocol (UDP):

® Transmission Control Protocol (T'CP): A connection-oriented transport
protocol. Connection-oriented transport protocols offer reliable transport, in
that if a segment is dropped, the sender can detect that drop and retransmit
the dropped segment. Specifically, a receiver acknowledges segments that it
receives. Based on those acknowledgments, a sender can decide which seg-
ments were successfully received and which segments need to be transmitted
again.

m User Datagram Protocol (UDP): A connectionless transport protocol. Con-
nectionless transport protocols offer unreliable transport, in that if a segment
is dropped, the sender is unaware of the drop, and no retransmission occurs.

Just as Layer 2 and Layer 3 offer flow control services, flow control services also

exist at Layer 4. Two common flow control approaches at Layer 4 are windowing
and buffering:
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= Windowing: TCP communication uses windowing, in that one or more
segments are sent at one time, and a receiver can attest to the receipt of all
the segments in a window with a single acknowledgment. In some cases, as
illustrated in Figure 2-11, TCP uses a sliding window, where the window size
begins with one segment. If there is a successful acknowledgment of that one
segment (that is, the receiver sends an acknowledgment asking for the next
segment), the window size doubles to two segments. Upon successful receipt
of those two segments, the next window holds four segments. This exponential
increase in window size continues until the receiver does not acknowledge suc-
cessful receipt of all segments within a certain amount of time—known as the
round-trip time (R'T'T), which is sometimes called real transfer time—or until a
configured maximum window size is reached.

Window Size 1
Topic Segment 1

ACK 2

Window Size 2

Sender Segment 2 Receiver

[j Segment 3
=/ ACK4

Window Size 4

Segment 4

Segment 5

Segment 6

Segment 7

ACK 8

Figure 2-11 TCP Sliding Window

m Buffering: With buffering, a device (for example, a router) uses a chunk of
memory (sometimes called a buffer or a queue) to store segments if bandwidth
is not available to send those segments. A queue has a finite capacity, how-
ever, and can overflow (that is, drop segments) in case of sustained network
congestion.
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In addition to TCP and UDP, Internet Control Message Protocol (ICMP) is another
transport layer protocol you are likely to meet. ICMP is used by utilities such as ping
and traceroute, which are discussed in Chapter 10, “Command-Line Tools.”

Layer 5: The Session Layer

The session layer, as shown in Figure 2-12, is responsible for setting up, maintain-
ing, and tearing down sessions. You can think of a session as a conversation that
needs to be treated separately from other sessions to avoid the intermingling of data
from difterent conversations.

Topic i
o Setting up a session
« Maintaining a session

« Tearing down a session

Figure 2-12 Layer 5: The Session Layer

Here is a detailed look at the functions of the session layer:

m Setting up a session: Examples of the procedures involved in setting up a ses-
sion include the following:

m  Checking user credentials (for example, username and password)

®  Assigning numbers to a session’s communication flows to uniquely find
each one

m  Negotiating services needed during the session
m Negotiating which device begins sending data
® Maintaining a session: Examples of the procedures involved in supporting a
session include the following:
m Transferring data
m  Reestablishing a disconnected session

m  Acknowledging receipt of data
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m Tearing down a session: A session can be disconnected based on agree-
ment of the devices in the session. Alternatively, a session might be torn down
because one party disconnects (either intentionally or because of an error con-
dition). If one party disconnects, the other party can detect a loss of communi-
cation with that party and tear down its side of the session.

H.323 is an example of a session layer protocol, which can help set up, support,

and tear down a voice or video connection. Keep in mind, however, that not every
network application neatly maps directly to all seven layers of the OSI model. The
session layer is one of those layers where it might not be possible to name what pro-
tocol in each scenario is running in it. Network Basic Input/Output System (Net-
BIOS) is one example of a session layer protocol.

NOTE NetBIOS is an application programming interface (API) developed in

the early 1980s to allow computer-to-computer communication on a small LAN
(specifically, PC-Network, which was IBM’s LAN technology at the time). Later,
IBM needed to support computer-to-computer communication over larger Token
Ring networks. As a result, IBM enhanced the scalability and features of NetBIOS
with a NetBIOS emulator named NetBIOS Extended User Interface (NetBEUI).

Layer 6: The Presentation Layer

The presentation layer, as shown in Figure 2-13, handles formatting the data being
exchanged and securing that data with encryption.
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Figure 2-13 Layer 6: The Presentation Layer
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Key

The following list describes the function of data formatting and encryption in more
detail:

® Data formatting: As an example of how the presentation layer handles data
formatting, consider how text is formatted. Some applications might format
text using American Standard Code for Information Interchange (ASCII),
while other applications might format text using Extended Binary Coded Dec-
imal Interchange Code (EBCDIC). The presentation layer handles formatting
the text (or other types of data, such as multimedia or graphics files) in a for-
mat that allows compatibility between the communicating devices.

m Encryption: Imagine that you are sending sensitive information over a net-
work (for example, your credit card number or bank password). If a malicious
user were to intercept your transmission, they might be able to obtain this sen-
sitive information. To add a layer of security for such transmissions, encryp-
tion can be used to scramble up (encrypt) the data in such a way that if the data
were intercepted, a third party would not be able to unscramble it (decrypt).
However, the intended recipient would be able to decrypt the transmission.

Encryption is discussed in detail in Chapter 12, “Network Security.”

Layer 7: The Application Layer

The application layer, as shown in Figure 2-14, gives application services to a net-
work. An important (and often-misunderstood) concept is that end-user applications
(such as Microsoft Word) live at the application layer. Instead, the application layer
supports services used by end-user applications. For example, email is an application
layer service that does exist at the application layer, whereas Microsoft Outlook (an
example of an email client) is an end-user application that does not live at the applica-
tion layer. Another function of the application layer is advertising available services.

Applicati » Application services
pplication « Service advertisement

Data Link
Physical

Figure 2-14 Layer 7: The Application Layer
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The following describes the functions of the application layer in more detail:

m Application services: Examples of the application services living at the appli-
cation layer include file sharing and email.

m Service advertisement: Some applications’ services (for example, some net-
worked printers) periodically send out advertisements, making their availabil-
ity known to other devices on the network. Other services, however, register
themselves and their services with a centralized directory (for example, Micro-
soft Active Directory), which can be queried by other network devices seeking
such services.

Recall that even though the application layer is numbered as Layer 7, it is at the top
of the OSI stack because its networking functions are closest to the end user.

The TCP/IP Stack

The ISO developed the OSI reference model to be generic, in terms of what pro-
tocols and technologies could be categorized by the model. However, most of the
traffic on the Internet (and traffic on corporate networks) is based on the TCP/IP
protocol suite. Therefore, a more relevant model for many network designers and
administrators to reference is a model developed by the United States Department
of Defense (DoD). This model is known as the DoD mzodel or the TCP/IP stack.

NOTE An older protocol known as the Network Control Protocol (NCP) was
similar to the TCP/IP protocol. NCP was used on ARPANET (the predecessor
to the Internet), and it provided features like those offered by the TCP/IP suite of
protocols on the Internet, although they were not as robust.

Layers of the TCP/IP Stack

The TCP/IP stack has only four defined layers, as opposed to the seven lay-

ers of the OSI model. Figure 2-15 contrasts these two models for an illustrative
understanding.
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OSI Model TCP/IP Stack
Topic Application
Presentation Application
Session
( T—l $ 000 Transport )
( Nework | Internet )

Data Link
Network Interface
Physical

Figure 2-15 TCP/IP Stack

The TCP/IP stack is composed of the following layers:

m Network interface: The T'CP/IP stack’s network interface layer encompasses
the technologies offered by Layers 1 and 2 (the physical and data link layers) of
the OSI model.

NOTE Some literature refers to the network interface layer as the network access
layer.

m Internet: The Internet layer of the TCP/IP stack maps to Layer 3 (the
network layer) of the OSI model. Although multiple routed protocols (for
example, IP, IPX, and AppleTalk) live at the OSI model’s network layer, the
Internet layer of the TCP/IP stack focuses on IP as the protocol to be routed
through a network. Figure 2-16 shows the format of an IP Version 4 packet.
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Key H
Topic Version Lgﬁg;r Type of Service Total Length
Identification IP Flags Fragment Offset
TTL Protocol Header Checksum

Source Address

Destination Address

IP Option (Variable Length)

Figure 2-16 IP Version 4 Packet Format

Notice that there are fields in the IP packet header for both a source and a
destination IP address. The Protocol field shows the transport layer protocol
from which the packet was sent or to which the packet should be sent. Also of
note is the Time-to-Live (T'TL) field. The value in this field is decremented
by 1 every time this packet is routed from one IP network to another (that

is, passes through a router). If the TTL value ever reaches 0, the packet is
discarded from the network. This behavior helps prevent routing loops. As

a common practice, the OSI layer numbers of 1, 2, and 3 are still used when
referring to physical, data link, and network layers of the TCP/IP stack, even
though the T'CP/IP stack does not explicitly separate the physical and data
link layers.

m Transport: The transport layer of the TCP/IP stack maps to Layer 4 (the
transport layer) of the OSI model. The two primary protocols found at the
TCP/IP stack’s transport layer are TCP and UDP.

Figure 2-17 details the structure of a TCP segment. Notice the fields for
source and destination ports. As described later in this chapter, these ports
identify to which upper-layer protocol data should be forwarded, or from
which upper-layer protocol the data is being sent.
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Ke

Source Port Destination Port

Sequence Number

Acknowledgment Number

Offset

Reserved TCP Flags Window

Checksum Urgent Pointer

TCP Options Option (Optional)

Figure 2-17 TCP Segment Format

Also notice the field for window size. The value in this field determines how
many bytes a device can receive before expecting an acknowledgment. As
previously described, this feature offers flow control.

The header of a TCP segment also contains sequence numbers for segments.
With sequence numbering, if segments arrive out of order, the recipient can
put them back in the proper order based on these sequence numbers.

The acknowledgment number in the header shows the next sequence number
the receiver expects to receive. This is a way for the receiver to let the sender
know that all segments up to and including that point have been received.
Due to the sequencing and acknowledgements, T'CP is considered to be a
connection-oriented transport layer protocol.

Figure 2-18 presents the structure of a UDP segment. UDP is a
connectionless, unreliable protocol. UDP lacks the sequence numbering,
window size, and acknowledgment numbering present in the header of a TCP
segment. The UDP segment’s header simply contains source and destination
port numbers, a UDP checksum (which is an optional field used to detect
transmission errors), and the segment length (measured in bytes).
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Key
Topic Source Port Destination Port

UDP Length UDP Checksum

Figure 2-18 UDP Segment Format

Because a UDP header is so much smaller than a TCP header, UDP becomes
a good candidate for the transport layer protocol for applications that need to

maximize bandwidth and do not require acknowledgments (for example, audio
or video streams).

m Application: The biggest difference between the TCP/IP stack and the OSI
model is found at the T'CP/IP stack’s application layer. This layer addresses
concepts described by Layers 5, 6, and 7 (the session, presentation, and appli-
cation layers) of the OSI model.

With the reduced complexity of a four-layer model like the TCP/IP stack, network
designers and administrators can more easily categorize a given networking technol-
ogy into a specific layer. For example, although H.323 was shown earlier as a ses-
sion layer protocol within the OSI model, you would have to know more about the
behavior of H.323 to properly categorize it. However, with the TCP/IP stack, you
could quickly figure out that H.323 is a higher-level protocol that gets encapsulated
inside of TCP, and thus classify H.323 in the application layer of the TCP/IP stack.

Common Application Protocols in the TCP/IP Stack

Application layer protocols in the TCP/IP stack are identifiable by unique port
numbers. For example, when you enter a web address in an Internet browser, you
are (by default) communicating with that remote web address using T'CP port 80.
Specifically, Hypertext Transfer Protocol (HTT'P), which is the protocol used by
web servers, uses TCP port 80. Therefore, the data you send to that remote web
server has a destination port number of 80. That data is then encapsulated into a
TCP segment at the transport layer. That segment is then further encapsulated into
a packet at the Internet layer and sent out on the network using an underlying net-
work interface layer technology such as Ethernet.

Continuing with the example depicted in Figure 2-19, when you send traffic to
that remote website, the packet you send out to the network needs not only the
destination IP address (172.16.1.2 in this example) of the web server and the desti-
nation port number for HTTP (that is, 80), it also needs the source IP address of
your computer (10.1.1.1 in this example). Because your computer is not acting as a
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Ke
Togic

Ke

web server, its port is not 80. Instead, your computer selects a source port number
greater than 1023. In this example, let’s imagine that the client PC selects the source
port 1248.

Source IP: 10.1.1.1
Source Port: 1248
Destination IP: 172.16.1.2
Client Destination Port: 80 Web Server

= =}

10.1.1.1 Source IP: 172.16.1.2 172.16.1.2

Source Port: 80
Destination IP: 10.1.1.1
Destination Port: 1248

Figure 2-19 Example: Port Numbers and IP Addresses

Notice that when the web server sends content back, the IP addresses and port
numbers have now switched, with the web server as the source and your PC as the
destination. With both source and destination port numbers, along with source and
destination IP addresses, two-way communication becomes possible.

NOTE Ports numbered 1023 and below are called well-known ports, and ports num-
bered above 1023 are called ephemeral ports. The maximum value of a port is 65,535.
Well-known port number assignments are found at http://www.iana.org/assignments/
port-numbers.

Table 2-1 serves as a reference for some of the more popular application layer pro-
tocols and applications found in the TCP/IP stack. Some protocols or applications
(such as DNS) may use TCP or UDP for their transport protocol, depending on the
specific function being performed.

Table 2-1 Application Layer Protocols/Applications

Protocol Description TCP Port UDP Port

DHCP Dynamic Host Configuration Protocol: Dynamically 67, 68

assigns IP address information (for example, IP address,
subnet mask, DNS server’s IP address, and default
gateway’s IP address) to a network device

DNS Domain Name System: Resolves domain names to 53 53

corresponding IP addresses
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Protocol Description TCP Port UDP Port
FTP File Transfer Protocol: Transfers files with a remote host 20 and 21
(typically requires authentication of user credentials)
H.323 A signaling protocol that provides multimedia 1720
communications over a network
HTTP Hypertext Transfer Protocol: Retrieves content from a 80
web server

HTTPS  Hypertext Transfer Protocol Secure: Used to securely 443
retrieve content from a web server

IMAP Internet Message Access Protocol: Retrieves email from 143
an email server

IMAP4 Internet Message Access Protocol Version 4: Retrieves 143
email from an email server

LDAP Lightweight Directory Access Protocol: Provides 389
directory services (for example, a user directory that
includes username, password, email, and phone number
information) to network clients

LDAPS  Lightweight Directory Access Protocol over SSH: A 636
secured version of LDAP

MGCP Media Gateway Control Protocol: Used as a call control 2427, 2727
and communication protocol for Voice over IP networks

NetBIOS  Network Basic Input/Output System: Provides network 139 137,138

communication services for LANs that use NetBIOS

NNTP Network News Transport Protocol: Supports the posting 119
and reading of articles on Usenet news servers

NTP Network Time Protocol: Used by a network device to 123
synchronize its clock with a time server (NTP server)

POP3 Post Office Protocol Version 3: Retrieves email from an 110
email server

RDP Remote Desktop Protocol: A Microsoft protocol that 3389
allows a user to view and control the desktop of a remote
computer

rsh Remote Shell: Allows commands to be executed on a 514
computer from a remote user

RTP Real-time Transport Protocol: Used for delivering 5004, 5005 5004, 5005
media-based data (such as Voice over IP) through the
network
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Protocol Description TCP Port UDP Port
RTSP Real-Time Streaming Protocol: Communicates with a 554 554
media server (for example, a video server) and controls
the playback of the server’s media files
SCP Secure Copy: Provides a secure file-transfer service over 22
an SSH connection and offers a file’s original date and
time information, which is not available with FTP
SFTP Secure FTP: Provides FTP file-transfer service over an 22
SSH connection
SIP Session Initiation Protocol: Used to create and end 5061 5060
sessions for one or more media connections, including
Voice over IP calls
SMB Server Message Block: Used to share files, printers, and 445
other network resources
SMTP Simple Mail Transfer Protocol: Used for sending email 25
SNMP Simple Network Management Protocol: Used to monitor 161
and manage network devices
SNMP Simple Network Management Protocol Trap: A 162 162
Trap notification sent from an SNMP agent to an SNMP
manager
SNTP Simple Network Time Protocol: Supports time 123
synchronization among network devices, similar to
Network Time Protocol (NTP), although SN'TP uses a
less complex algorithm in its calculation and is slightly
less accurate than N'TP
SSH Secure Shell: Used to securely connect to a remote host 22
(typically via a terminal emulator)
Telnet Telnet: Used to connect to a remote host (typically viaa 23
terminal emulator)
TFTP Trivial File Transfer Protocol: Transfers files with a 69

remote host (does not require authentication of user
credentials)

Real-World Case Study

Bob, a manager of the networking team at Acme, Inc., is paying extra attention to
the specific words he uses as he talks to his team in preparation for the implementa-
tion of the network. When referring to transport protocols such as the connection-
oriented T'CP and the connectionless UDP, the word Bob uses to describe those
protocol data units is segrment.
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In discussing the applications that the company will be using over its network, Bob
notes that many of these applications will be using T'CP at the transport layer. This
includes HT'TP for web browsing, HT'TPS for secure web traffic, and SMTP and
IMAP for email services.

The SSH protocol, which also uses T'CP at the transport layer, is a secure method
that the company will use to remotely connect to and manage its network devices.
A common connectionless UDP protocol is DNS, which will be used thousands

of times a day to translate a friendly name like http://www.pearson.com to an IP
address that is reachable over the network. Another protocol based on UDP that
will be used often is Dynamic Control Host Protocol (DHCP), which assigns client
computers on the network an IP address that is required for sending and receiving
Layer 3 packets.

For the traffic on the LAN, the Ethernet cables and electronic signals being sent

as bits going over those cables represent Layer 1 from an OSI perspective. On the
LAN, they will be using Ethernet technology, and as a result the Layer 2 frames that
are sent on the LAN will be encapsulated and sent as Ethernet Layer 2 frames.

For datagrams being sent across the serial WAN connections provided by the
service provider, it is likely that either PPP or HDLC encapsulation will be used

for the Layer 2 frames. On both the LAN and the WAN, at Layer 3 (the network
layer), IPv4 will be used for host addressing and defining networks. The same Layer
1, Layer 2, and Layer 3 infrastructure is also capable of transporting IPv6, if desired.

Inside the Layer 3 IP headers, each packet contains the source and destination
address, in addition to the information to tell the receiving network device about
which Layer 4 transport protocol is encapsulated or carried inside of the Layer 3
packet. When a network device receives the packet and opens it up to look at the
contents, this process is called de-encapsulation. As the recipient de-encapsulates and
looks at the Layer 4 information, it identifies the application layer protocol or ser-
vice being used. A segment going to a web server is likely to have a TCP destination
port of 80 or 443, depending on whether encryption is being used for a secure con-
nection. A DNS request uses a UDP destination port of 53.

Summary
Here are the main topics covered in this chapter:

® The ISO’s OSI reference model consists of seven layers: physical (Layer 1),
data link (Layer 2), network (Layer 3), transport (Layer 4), session (Layer 5),
presentation (Layer 6), and application (Layer 7). The purpose of each layer
was presented, along with examples of technologies living at the individual lay-
ers, as it pertains to networking.
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m The TCP/IP stack was presented as an alternative model to the OSI reference
model. The TCP/IP stack consists of four layers: network interface, Internet,
transport, and application. These layers were compared with the seven layers
of the OSI model.

m This chapter discussed how port numbers are used to associate data at the
transport layer with a proper application layer protocol. Examples of common
application layer protocols in the TCP/IP suite were presented, along with
their port numbers.

Exam Preparation Tasks

Review All the Key Topics

Review the most important topics from inside the chapter, noted with the Key
Topic icon in the outer margin of the page. Table 2-2 lists these key topics and the
page numbers where each is found.

Key Table 2-2 Key Topics for Chapter 2
Topic

Key Topic Element Description Page Number
List Layers of the OSI model 33
Figure 2-3 Protocol data unit names 35
Figure 2-4 Layer 1: The physical layer 35
Figure 2-8 Layer 2: The data link layer 39
Figure 2-9 Layer 3: The network layer 42
Figure 2-10 Layer 4: The transport layer 44
Figure 2-11 TCP sliding window 45
Figure 2-12 Layer 5: The session layer 46
Figure 2-13 Layer 6: The presentation layer 47
Figure 2-14 Layer 7: The application layer 48
Figure 2-15 TCP/IP stack 50
Figure 2-16 IP Version 4 packet format 51
Figure 2-17 TCP segment format 52
Figure 2-18 UDP segment format 53
Figure 2-19 Example: Port numbers and IP addresses 54
Table 2-1 Application layer protocols/applications 54
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Complete Tables and Lists from Memory

Print a copy of Appendix C, “Memory Tables,” or at least the section for this chap-
ter, and complete as many of the tables as possible from memory. Appendix D,
“Memory Tables Answer Key,” includes the completed tables and lists so you can
check your work.

Define Key Terms

Define the following key terms from this chapter, and check your answers in the
Glossary:

Open Systems Interconnection (OSI) reference model, protocol data unit
(PDU), current state modulation, state transition modulation, cyclic redundancy
check (CRC), physical layer, data link layer, network layer, transport layer (OSI
model), session layer, presentation layer, application layer (OSI model), network
interface layer, Internet layer, transport layer (TCP/IP stack), application layer
(TCP/IP stack), time-division multiplexing (TDM), Transmission Control Pro-
tocol (T'CP), User Datagram Protocol (UDP), TCP/IP stack

Complete Chapter 2 Hands-On Labs in Network+
Simulator Lite

Matching Well-Known Port Numbers
"TCP/IP Protocols and Their Functions

Network Application Protocols

OSI Model Layer Functions

Additional Resources
Bring the OSI Model to Life: http://www.ajsnetworking.com/osi-life
The OSI Reference Model: https://youtu.be/OHpzuPvQygU
The OSI Model Challenge: http://ajsnetworking.com/osiquizl
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Review Questions

The answers to these review questions appear in Appendix A, “Answers to Review
Questions.”

1.

Which layer of the OSI reference model contains the MAC and LLC
sublayers?

a. Network layer
b. Transport layer
c. Physical layer

d. Data link layer

Which approach to bandwidth usage consumes all the available frequencies on
a medium to transmit data?

a. Broadband
b. Baseband
c. Time-division multiplexing

d. Simplex

Windowing is provided at what layer of the OSI reference model?

a. Data link layer
b. Network layer
c. Transport layer

d. Physical layer

IP addresses reside at which layer of the OSI reference model?

a. Network layer
b. Session layer

c. Data link layer
d. Transport layer

Which of the following is a connectionless transport layer protocol?

a. IP

b. TCP
c. UDP
d. H.323
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6.  Identify the four layers of the TCP/IP stack. (Choose four.)

Session layer

g 9

Transport layer

Internet layer

a9

Data link layer

e

Network layer
f. Application layer

g. Network interface layer

7.  What s the range of well-known T'CP and UDP ports?
a. Below 2048
b. Below 1024
c. 16,384-32,768
d. Above 8192

8.  Which protocol supports a secure connection to a remote host via terminal
emulation software?

a. Telnet
b. SSH
c. FTP
d. SFTP

9.  Identify the well-known UDP port number for NTP.
a. 53
b. 69
c. 123
d. 143

10. Identify three e-mail protocols. (Choose three.)
a. SNMP
b. SMTP
c. POP3
d. IMAP4
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After completion of this chapter, you will be able to answer the following
questions:

m What are the characteristics of various media types?
m What is the role of a given network infrastructure component?
m Specialized network devices offer what features?

m How are virtualization technologies changing traditional corporate data
center designs?

m What are some of the primary protocols and hardware components found
in a Voice over IP (VoIP) network?
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CHAPTER 3

Network Components

Many modern networks can have a daunting number of devices, and it is your
job to understand the function of each device and how it works with the others.
To create a network, these devices need some sort of interconnection. That inter-
connection uses one of a variety of media types. Therefore, this chapter begins by
delving into the characteristics of media types, such as coaxial cable, twisted-pair
cable, fiber-optic cable, and wireless technologies.

Next, this chapter covers infrastructure components (for example, hubs, bridges,
switches, multilayer switches, and routers), along with their purpose. This book
gives special attention to switches, because they make up a significant part of a
local area network’s (LAN) infrastructure.

Finally, this chapter introduces you to a collection of specialized network
devices. These include virtual private network (VPN) concentrators, firewalls,
Domain Name System (DNS) servers, Dynamic Host Configuration Protocol
(DHCP) servers, proxy servers, caching engines, and content switch, to name
just a few!
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Foundation Topics

Media

A network is an interconnection of devices. Those interconnections occur over some
type of media. The media might be physical, such as a copper or fiber-optic cable.
Alternatively, the media might be the air, through which radio waves propagate (as
is the case with wireless networking technologies).

"This section contrasts various media types, including physical and wireless media.
Although some wireless technologies are covered here, be aware that wireless tech-
nologies are examined more thoroughly in Chapter 8, “Wireless Technologies.”

Coaxial Cable

Coaxial cable (referred to as coax) consists of two conductors. As illustrated in Figure
3-1, one of the conductors is an inner insulated conductor. This inner conductor is
surrounded by another conductor. This second conductor is sometimes made of a
metallic foil or woven wire.

Figure 3-1 Coaxial Cable

Because the inner conductor is shielded by the metallic outer conductor, coaxial
cable is resistant to electromagnetic interference (EMI). For example, EMI occurs
when an external signal is received on a wire and might result in a corrupted data
transmission. As another example, EMI occurs when a wire acts as an antenna and
radiates electromagnetic waves, which might interfere with data transmission on
another cable. Coaxial cables have an associated characteristic impedance that needs
to be balanced with the device (or terminator) with which the cable connects.

NOTE The term electromagnetic interference (EMI) is sometimes used
interchangeably with the term 7adio frrequency interference (RFI).

The following list details three of the most common types of coaxial cables:

®m RG-59: Typically used for short-distance applications, such as carrying com-
posite video between two nearby devices. This cable type has loss characteris-
tics such that it is not right for long-distance applications. RG-59 cable has a
characteristic impedance of 75 Ohms.
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®m RG-6: Used by local cable companies to connect individual homes to the
cable company’s distribution network. Like RG-59 cable, RG-6 cable has a
characteristic impedance of 75 Ohms.

m RG-58: Has loss characteristics and distance limitations like those of RG-59.
However, the characteristic impedance of RG-58 is 50 ohms, and this type of
coax was popular with early 10BASE2 Ethernet networks (which are discussed
in Chapter 4, “Ethernet Technology”).

Although RG-58 coaxial cable was commonplace in early computer networks (in
10BASE2 networks), coaxial cable’s role in modern computer networks is as the
media used by cable modems. Cable modems are commonly installed in residences
to provide high-speed Internet access over the same connection used to receive mul-
tiple television stations.

NOTE The RG prefix used in coaxial cable types stands for radio guide.

Key Common connectors used on coaxial cables are as follows:
Topic

= BNC: A Bayonet Neill-Concelman (BNC) connector (British Naval-Connector
in some literature) can be used for a variety of applications, including as a con-
nector in a I0BASE2 Ethernet network. A BNC coupler could be used to con-
nect two coaxial cables together back to back.

m F-connector: An F-connector is often used for cable TV (including cable

modem) connections. Notice that some refer to it is simply as F-type, includ-
ing CompTIA.

Figure 3-2 shows what both of these connectors look like.

F-connector

Figure 3-2 Coaxial Cable Connectors
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Twisted-Pair Cable

Today’s most popular LAN media type is twisted-pair cable, where individually
insulated copper strands are intertwined. Two categories of twisted-pair cable
include shielded twisted pair (STP) and unshielded twisted pair (UTP). A UTP cou-
pler could be used to connect two UTP cables, back to back. Also, for adherence to
fire codes, you might need to select plenum cable versus nonplenum cable.

To define industry-standard pinouts and color coding for twisted-pair cabling, the
"TTA/EIA-568 standard was developed. The first iteration of the TTA/EIA-568 stan-
dard has come to be known as the TIA/EIA-568-A standard, which was released in
1991.

NOTE 'The TIA/EIA acronym comes from Telecommunications Industry
Association/Electronic Industries Alliance.

In 2001, an updated standard was released, which became known as TIA/EIA-568-B.
Interestingly, the pinout of these two standards is the same. However, the color
coding of the wiring is different. 568-B is the more commonly used standard in the
United States.

Shielded Twisted Pair

If wires in a cable are not twisted or shielded, that cable can act as an antenna, which
might receive or transmit EMI. To help prevent this type of behavior, the wires
(which are individually insulated) can be twisted together in pairs.

If the distance between the twists is less than a quarter of the wavelength of an elec-
tromagnetic waveform, the twisted pair of wires will not radiate that wavelength or
receive EMI from that wavelength (in theory, if the wires were perfect conductors).
However, as frequencies increase, wavelengths decrease.

One option of supporting higher frequencies is to surround a twisted pair in a
metallic shielding, similar to the outer conductor in a coaxial cable. This type of
cable is referred to as a shielded rwisted-pair (STP) cable.

Figure 3-3 shows an example of STP cable. These outer conductors shield the cop-
per strands from EMI; however, the addition of the metallic shielding adds to the
expense of STP.
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Figure 3-3 Shielded Twisted Pair

Unshielded Twisted Pair

Another way to block EMI from the copper strands making up a twisted-pair cable
is to twist the strands more tightly (that is, more twists per centimeter). With these
strands wrapped around each other, the wires insulate each other from EMI.

Figure 3-4 illustrates an example of UTP cable. Because UTP is less expensive than
STP, it has grown in popularity since the mid-1990s to become the media of choice
for most LANSs.

Blue/Blue and White

Brown/Brown and White

X ', > Orange/Orange and White

S aa—

A \ Green/Green and White

Figure 3-4 Unshielded Twisted Pair

Key UTP cable types vary in their data carrying capacity. Common categories of UTP
Topic cabling include the following:

m Category 3: Category 3 (Cat 3) cable was used in older Ethernet 10BASE-
T networks, which carried data at a rate of 10Mbps (where Mbps stands for
megabits per second, meaning millions of bits per second). However, Cat
3 cable can carry data at a maximum rate of 16Mbps, as seen in some older
Token Ring networks.
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m Category 5: Category 5 (Cat 5) cable is commonly used in Ethernet
100BASE-TX networks, which carry data at a rate of 100 Mbps. However, Cat
5 cable can carry ATM traffic at a rate of 155 Mbps. Most Cat 5 cables consist
of four pairs of 24-gauge wires. Each pair is twisted, with a different number of
twists per meter. However, on average, one pair of wires has a twist every 5 cm.

m Category Se: Category 5e (Cat 5e) cable is an updated version of Cat 5 and
is commonly used for 1000BASE-T networks, which carry data at a rate of
1Gbps. Cat 5Se cable offers reduced crosstalk, as compared to Cat 5 cable.

m Category 6: Like Cat 5e cable, Category 6 (Cat 6) cable is commonly used for
1000BASE-T Ethernet networks. Some Cat 6 cable is made of thicker con-
ductors (for example, 22-gauge or 23-gauge wire), although some Cat 6 cable
is made from the same 24-gauge wire used by Cat 5 and Cat 5e. Cat 6 cable
has thicker insulation and offers reduced crosstalk, as compared with Cat Se.

m Category 6a: Category 6a (Cat 6a), or augmented Cat 6, supports twice as
many frequencies as Cat 6 and can be used for 10GBASE-T networks, which
can transmit data at a rate of 10 billion bits per second (10 Gbps).

Although other wiring categories exist, those presented in the previous list are the
categories most commonly seen in modern networks.

Most UTP cabling used in today’s networks is considered to be straight-through,
meaning that the R]-45 jacks at each end of a cable have matching pinouts. For
example, pin 1 in an RJ-45 jack at one end of a cable uses the same copper conduc-
tor as pin 1 in the RJ-45 jack at the other end of a cable.

However, some network devices cannot be interconnected with a straight-through
cable. For example, consider two PCs interconnected with a straight-through cable.
Because the network interface cards (NICs) in these PCs use the same pair of wires
for transmission and reception, when one PC sends data to the other PC, the receiv-
ing PC would receive the data on its transmission wires, rather than its reception
wires. For such a scenario, you can use a crossover cable, which swaps the transmit
and receive wire pairs between the two ends of a cable.

NOTE A crossover cable for Ethernet devices is different from a crossover cable
used for a digital T1 circuit (as discussed in Chapter 7, “Wide Area Networks
(WAN:S5) 7). Specifically, an Ethernet crossover cable has a pin mapping of 1 > 3, 2 >
6,3 > 1,and 6 > 2, whereas a T1 crossover cable has a pin mapping of 1 >4,2 > 5,4
> 1, and 5 > 2. Another type of cable is the rollover cable, which is used to connect
to a console port to manage a device such as a router or switch. The pin mapping for
a rollover cableis 1 <>8,2 <> 7,3 <> 6,4 <> 5. The end of the cable looks like an
RJ-45 eight-pin connector.
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NOTE A traditional port found in a PC’s NIC is called a media-dependent interface
(MDY]). If a straight-through cable connects a PC’s MDI port to an Ethernet switch
port, the Ethernet switch port needs to swap the transmit pair of wires (that is, the
wires connected to pins 1 and 2) with the receive pair of wires (that is, the wires con-
nected to pins 3 and 6).

Therefore, a traditional port found on an Ethernet switch is called a media-dependent
interface crossover (MDIX), which reverses the transmit and receive pairs. However, if
you want to interconnect two switches, where both switch ports used for the inter-
connection were MDIX ports, the cable would need to be a crossover cable.

Fortunately, most modern Ethernet switches have ports that can automatically detect
whether they need to act as MDI ports or MDIX ports and make the appropriate
adjustments. This eliminates the necessity of using straight-through cables for some
Ethernet switch connections and crossover cables for other connections. With this
Auto-MDIX feature, you can use either straight-through cables or crossover cables.

Common connectors used on twisted-pair cables are as follows:

m RJ-45: A type 45 registered jack (RJ-45) is an eight-pin connector found in
most Ethernet networks. However, most Ethernet implementations only use
four of the eight pins.

m RJ-11: A type 11 registered jack (RJ-11) has the capacity to be a six-pin con-
nector. However, most RJ-11 connectors have only two or four conductors.
An RJ-11 connector is found in most home telephone networks. However,
most home phones only use two of the six pins.

= DB-9 (RS-232): A nine-pin D-subminiature (DB-9) connector is an older
connector used for low-speed asynchronous serial communications, such as a
PC to a serial printer, a PC to a console port of a router or switch, or a PC to
an external modem. Do not confuse the DB-9 with a DB-25. The DB-25 con-
nector was also used for the serial or parallel ports of early personal computers.

Figure 3-5 shows what these connectors look like.

——
= e

DB-9 (RS-232)

RJ-45 RJ-11
Figure 3-5 Twisted-Pair Cable Connectors
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Plenum Versus Nonplenum Cable

If a twisted-pair cable is to be installed under raised flooring or in an open-air
return, fire codes must be considered. For example, imagine that there was a fire in
a building. If the outer insulation of a twisted-pair cable caught on fire or started to
melt, it could release toxic fumes. If those toxic fumes were released in a location
such as an open-air return, those fumes could be spread throughout a building, pos-

ing a huge health risk.

To mitigate the concern of pumping poisonous gas throughout a building’s heat-
ing, ventilation, and air conditioning (HVAC) system, plenum cabling can be used.
The outer insulator of a plenum twisted-pair cable is not only fire retardant; some
plenum cabling uses a fluorinated ethylene polymer (FEP) or a low-smoke polyvinyl
chloride (PVC) to minimize dangerous fumes.

NOTE Check with your local fire codes before installing network cabling.

Fiber-Optic Cable

An alternative to copper cabling is fiber-optic cabling, which sends light (instead of
electricity) through an optical fiber (typically made of glass). Using light instead of
electricity makes fiber optics immune to EMI. Also, depending on the Layer 1 tech-
nology being used, fiber-optic cables typically have greater range (that is, a greater
maximum distance between networked devices) and greater data-carrying capacity.

Lasers are often used to inject light pulses into a fiber-optic cable. However, lower-
cost light-emitting diodes (LED) are also on the market. Fiber-optic cables are
generally classified according to their diameter and fall into one of two categories:
multimode fiber (MMF) and single-mode fiber (SMF).

The wavelengths of light also vary between MMF and SMF cables. Usually, wave-
lengths of light in a MMF cable are in the range of 850-1300 nm, where nm stands
for nanometers. A nanometer is one billionth of a meter. Conversely, the wave-
lengths of light in a SMF cable use usually in the range of 1310-1550 nm. A fiber
coupler could be used to connect two fiber cables, back to back.

Multimode Fiber

When a light source, such as a laser, sends light pulses into a fiber-optic cable, what
keeps the light from simply passing through the glass and being dispersed into the
surrounding air? The trick is that fiber-optic cables use two different types of glass.
There is an inner strand of glass (that is, a core) surrounded by an outer cladding of
glass, similar to the construction of the previously mentioned coaxial cable.
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The light injected by a laser (or LED) enters the core, and the light is prevented
from leaving that inner strand and going into the outer cladding of glass. Specifi-
cally, the indices of refraction of these two different types of glass are so different
that if the light attempts to leave the inner strand, it hits the outer cladding and
bends back on itself.

To better understand this concept, consider a straw in a glass of water, as shown in
Figure 3-6. Because air and water have different indices of refraction (that is, light
travels at a slightly different speed in air and water), the light that bounces off of
the straw and travels to our eyes is bent by the water’s index of refraction. When a
fiber-optic cable is manufactured, dopants are injected into the two types of glasses,
making up the core and cladding to give them significantly different indices of
refraction, thus causing any light attempting to escape to be bent back into the core.

Figure 3-6 Example: Refractive Index

The path that light travels through a fiber-optic cable is called a mzode of propagation.
The diameter of the core in a multimode fiber is large enough to permit light to
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enter the core at different angles, as depicted in Figure 3-7. If light enters at a steep
angle, it bounces back and forth much more frequently on its way to the far end of
the cable as opposed to light that enters the cable perpendicularly. If pulses of light
representing different bits travel down the cable using different modes of propaga-
tion, it is possible that the bits (that is, the pulses of light representing the bits) will
arrive out of order at the far end (where the pulses of light, or absence of light, are
interpreted as binary data by photoelectronic sensors).

Key_ Cladding
Topic e

~

/

Figure 3-7 Light Propagation in Multimode Fiber

For example, perhaps the pulse of light representing the first bit intersected the core
at a steep angle and bounced back and forth many times on its way to the far end of
the cable, while the light pulse representing the second bit intersected the core per-
pendicularly and did not bounce back and forth very much. With all of its bouncing,
the first bit has to travel further than the second bit, which might cause the bits to
arrive out of order. Such a condition is known as multimode delay distortion. To miti-
gate the issue of multimode delay distortion, MMF typically has shorter distance
limitations, as opposed to SMF.

Single-Mode Fiber

SMF eliminates the issue of multimode delay distortion by having a core with a
diameter so small that it only permits one mode (that is, one path) of propagation, as
shown in Figure 3-8. With the issue of multimode delay distortion mitigated, SMF
typically has longer distance limitations than MMF.

From the Library of Frank Jefferson



Ke

Chapter 3: Network Components 73
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Figure 3-8 Light Propagation in Single-Mode Fiber

A potential downside to SMF, however, is cost. Because SMF has to be manufac-
tured to very exacting tolerances, you usually pay more for a given length of fiber-
optic cabling. However, for some implementations, where greater distances are
required, the cost is an acceptable trade-off to reach greater distances.

Some common connectors used on fiber-optic cables are as follows:

u ST: A straight tip (ST) connector is sometimes referred to as a bayonet connector,
because of the long tip extending from the connector. ST connectors are most
commonly used with MMEF. An ST connector connects to a terminating device
by pushing the connector into the terminating equipment and then twisting
the connector housing to lock it in place.

m SC: Different literature defines an SC connector as subscriber connector,
standard connector, or square connector. The SC connector is connected by
pushing the connector into the terminating device, and it can be removed
by pulling the connector from the terminating device. The connector has
slight variants within the industry, with the major types being APC, UPC, and
MTRJ. Always consult with the vendor or I'T staff member regarding the exact
requirements.

m LC: A Lucent connector (LC) connects to a terminating device by pushing the
connector into the terminating device, and it can be removed by pressing the
tab on the connector and pulling it out of the terminating device.

m MTRJ: The most unique characteristic of a media termination recommended jack
(MTR]) connector is that two fiber strands (a transmit strand and a receive
strand) are included in a single connector. An MTR] connector is connected
by pushing the connector into the terminating device, and it can be removed
by pulling the connector from the terminating device.
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Figure 3-9 shows what these connectors look like.
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The ST connector
uses a half-twist
bayonet type of
lock.

The SC uses a
push-pull connector
similar to common
audio and video
plugs and sockets.

LC connectors have a
flange on top, similar
to an RJ-45 connector,
that aids secure
connection.

MT-RJ is a popular
connector for two
fibers in a very
small form factor.

Figure 3-9 Common Fiber-Optic Connectors

Fiber Connector Polishing Styles

Fiber-optic cables have different types of mechanical connections. The type of con-
nection impacts the quality of the fiber-optic transmission. Listed from basic to bet-
ter, the options include Physical Contact (PC), Ultra Physical Contact (UPC), and
Angled Physical Contact (APC), which refer to the polishing styles of fiber-optic
connectors. The different polish of the fiber-optic connectors results in different
performance of the connector. The less back reflection, the better the transmission.
The PC back reflection is —40 dB, the UPC back reflection is around -55 dB, and
the APC back reflection is about —70 dB.
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Media Converters

There may be times when the media needs to be converted. To do this, a media
converter could be used. Examples may include single-mode fiber to Ethernet, mul-
timode fiber to Ethernet, fiber to coaxial, and single-mode to multimode fiber.

Cable Distribution

After deciding on what type of media you are going to use in your network (for
example, UTP, STP, MMF, or SMF), you should install that media as part of an
organized cable distribution system. Typically, cable distribution systems are hierar-
chical in nature.

Consider the example profiled in Figure 3-10. In this example, cable from end-user
offices runs back to common locations within the building. These locations are
sometimes referred to as wiring closets. Cables in these locations might terminate in
a patch panel. This patch panel might consist of some sort of cross-connect block
wired into a series of ports (for example, R]-45 ports), which can be used to quickly
interconnect cables coming from end-user offices with a network device, such as

an Ethernet switch. A building might have multiple patch panels (for example, on
different floors of a building). These common locations, where cables from nearby
offices terminate, are often called intermediate distribution frames (IDFs).

Ke

Figure 3-10 Example: Cable Distribution System
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The two most popular types of cross-connect blocks found in an IDF are detailed
here:

m 66 block: A 66 block, as shown in Figure 3-11, was traditionally used in cor-
porate environments for cross-connecting phone system cabling. As 10Mbps
LANSs grew in popularity, in the late 1980s and early 1990s, these termination
blocks were used to cross-connect Cat 3 UTP cabling. The electrical charac-
teristics (specifically, crosstalk) of a 66 block, however, do not support higher-
speed LAN technologies, such as 100Mbps Ethernet networks.

Figure 3-11 66 Block

= 110 block: Because 66 blocks are subject to too much crosstalk (that is, inter-
ference between different pairs of wires) for higher-speed LAN connections,
110 blocks, an example of which is provided in Figure 3-12, can terminate a
cable (for example, a Cat 5 cable) being used for those higher-speed LANSs.
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Figure 3-12 110 Block

This centralized distribution frame, which connects out to multiple IDFs, is called
the main distribution frame (MDF).

Another component you might use is a fiber optic patch panel. This is often termed
a fiber distribution panel. You use this to organize and distribute optical cables. It
also allows you to terminate cable elements and provides a secure, organized cham-
ber for housing connectors and splice units.

With such a wide variety of copper and fiber cabling used by different network
devices, you might need one or more media converters. Examples of media converters
include the following:

= Fiber (MMF or SMF) to Ethernet
m Fiber to coaxial
m SMF to MMF

Wireless Technologies

Not all media is physical, as is the case of wireless network technologies. This book
dedicates Chapter 8 to these technologies. However, for now, you just need to
understand the basics.

Consider the sample wireless topology presented in Figure 3-13. Notice that wire-
less clients gain access to a wired network by communicating via radio waves with a
wireless access point (AP). The AP is then hardwired to a LAN.
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Figure 3-13 Example: Wireless Network Topology

As discussed in Chapter 8, wireless LANs include multiple standards that support
various transmission speeds and security features. However, you need to understand,
at this point, that all wireless devices connecting to the same AP are considered to
be on the same shared network segment, which means that only one device can send
data to and receive data from an AP at any one time.

Technologies for the Internet of Things

Many wireless technologies (or related to wireless) come in to play to make the
Internet of Things (IoT) a reality. IoT refers to the trend today to connect everyday
objects to the Internet in order to make them “smart.” In my home, I speak to

my Amazon Echo speaker in order to have it control the lights, for example. This
Internet-connected speaker and the lights are perfect examples of IoT in action.

Here are key technologies you should be aware of that help make the modern IoT a
reality:

m Z-Wave: A wireless communications protocol used primarily for home auto-
mation. It is a mesh network using low-energy radio waves to communicate
from appliance to appliance. Z-Wave is found with devices such as lighting
control systems, security systems, thermostats, windows, locks, swimming
pools, and garage door openers.

® Ant+: A wireless protocol for monitoring sensor data such as a person’s heart
rate or a car’s tire pressure, as well as for controlling systems such as indoor
lighting and entertainment appliances such as televisions. ANT+ is designed
and maintained by the ANT+ Alliance, which is owned by Garmin.
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m Bluetooth: As discussed in Chapter 1, “Computer Network Fundamentals,”
Bluetooth is a wireless technology that allows devices to communicate over a
short distance. In addition to the creation of a personal area network (PAN),
Bluetooth also comes into play to enable communications for the IoT.

m NFC: Near field communication (NFC) is a set of communication protocols
that enables two electronic devices to transfer information. Typically, one of
these devices is a portable device such as a smartphone. NFC devices must be
close to each other (within 4 cm, or 1.6 in). NFC devices are used in contact-
less payment systems, similar to those used in credit cards and electronic ticket
smartcards, and allow mobile payment to replace/supplement these systems.

m JR: Infrared is another wireless technology that permits data transmission in
short-range communication among computer peripherals and personal digital
assistants. These devices usually conform to standards published by IrDA, the
Infrared Data Association. Remote controls and IrDA devices use infrared
light-emitting diodes (LEDs) to emit infrared radiation that is focused by a
plastic lens into a narrow beam.

= RFID: Radio-frequency identification (RFID) uses electromagnetic fields
to automatically identify and track tags attached to objects. The tags contain
electronically stored information. Passive tags collect energy from a nearby
RFID reader’s interrogating radio waves. Active tags have a local power source
such as a battery and may operate at hundreds of meters from the RFID
reader. Unlike a barcode, the tag need not be within the line of sight of the
reader, so it may be embedded in the tracked object.

m 802.11: As detailed in Chapter 8, IEEE 802.11 is a set of Media Access Con-
trol and physical layer specifications for implementing wireless local area
network (WLAN) computer communication in the 900MHz and 2.4GHz,
3.6GHz, 5GHz, and 60GHz frequency bands. Obviously, these technologies
play a great role in the IoT because many appliances and common objects
communicate over 802.11 wireless signals to reach a main hub. This is how
most smart lights function, for example.

Network Infrastructure Devices

The devices used in a network infrastructure can vary based on the Layer 1 tech-
nology used. For example, a Token Ring network (which is rare today) might use a
multistation access unit (MAU), whereas an Ethernet network might use a switch.

Because Ethernet-based networks are dominant in today’s LANs, however, the
infrastructure devices presented here lend themselves to networks using Ethernet
as the Layer 1 transport. Some devices (such as a router, for example) function basi-
cally the same regardless of the Layer 1 transport being used.
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Hubs

As mentioned in Chapter 2, “The OSI Reference Model,” a hub (specifically, an
Ethernet hub in this discussion) lives at Layer 1 of the OSI model. As a result, a hub
does not make forwarding decisions. Instead, a hub receives bits in on one port and
then retransmits those bits out all other ports (that is, all ports on the hub other
than the port on which the bits were received). This basic function of a hub has
caused it to gain the nickname of a bit spitter.

Hubs most often use UTP cabling to connect to other network devices; however,
some early versions of Ethernet hubs (prior to the popularization of Ethernet
switches) supported fiber-optic connections.

The three basic types of Ethernet hubs are as follows:
m Passive hub: Does not amplify (that is, electrically regenerate) received bits.

m Active hub: Regenerates incoming bits as they are sent out all the ports on a
hub, other than the port on which the bits were received.

m Smart hub: The term smart bub usually implies an active hub with enhanced
features, such as Simple Network Management Protocol (SNMP) support.

A significant downside to hubs, and the main reason they have largely been replaced
with switches, is that all ports on a hub belong to the same collision domain. As
discussed in Chapter 4, a collision domain represents an area on a LAN on which
there can be only one transmission at a time. Because multiple devices can reside

in the same collision domain, as is the case with multiple PCs connected to a hub,

if two devices transmit at the same time, those transmissions co//ide and have to be
retransmitted.

Because of the collision-domain issue, and the inefficient use of bandwidth (that

is, bits being sent out all ports rather than only the port needing the bits), hubs are
rarely seen in modern LANs. However, hubs are an important piece of the tapestry
that makes up the history of Ethernet networks and represent characteristics found
in different areas of modern Ethernet networks. For example, a wireless AP is much
like a hub, in that all the wireless devices associated with the AP belong to the same
collision domain.

Consider Figure 3-14. Notice that the PCs depicted are interconnected using an
Ethernet hub, but they are all in the same collision domain. As a result, only one
of the connected PCs can transmit at any one time. This characteristic of hubs can

limit scalability of hub-based LANSs.

Also notice that all devices on a hub belong to the same broadcast domain, which
means that a broadcast sent into the hub will be propagated out all of the ports on
the hub (other than the port on which the broadcast was received).
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Ethernet
Hub

One Collision Domain
One Broadcast Domain

Figure 3-14 Ethernet Hub

Bridges

A bridge joins two or more LAN segments, typically two Ethernet LAN segments.
Each LAN segment is in separate collision domains, as shown in Figure 3-15. As a
result, an Ethernet bridge can be used to scale Ethernet networks to a larger number
of attached devices.

Ke

Ethernet
Bridge

Two Collision Domains
One Broadcast Domain

Figure 3-15 FEthemnet Bridge
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Unlike a hub, which blindly forwards received bits, a bridge (specifically, an Ether-
net bridge in this discussion) makes intelligent forwarding decisions based on the
destination MAC address present in a frame. Specifically, a bridge analyzes source
MAC address information on frames entering the bridge and populates an internal
MAC address table based on the learned information. Then, when a frame enters
the bridge destined for a MAC address known by the bridge’s MAC address table
to reside off of a specific port, the bridge can intelligently forward the frame out the
appropriate port. Because this operation is logically the same as switch operation,

a more detailed description is presented in the upcoming discussion on switches.
Because a bridge makes forwarding decisions based on Layer 2 information (that is,
MAC addresses), a bridge is considered to be a Layer 2 device.

Although a bridge segments a LAN into multiple collision domains (that is, one col-
lision domain per bridge port), all ports on a bridge belong to the same broadcast
domain. To understand this concept, think about the destination MAC address
found in a broadcast frame. At Layer 2, the destination MAC address of a broadcast
frame is FFFF . FFFF.FFFF in hexadecimal notation. Also, recall that a bridge filters
frames (that is, sends frames only out necessary ports) if the bridge has previously
learned the destination MAC address in its MAC address table. Because no device
on a network will have a MAC address of FFFF.FFFF.FFFF, a bridge will never
enter that MAC address in its MAC address table. As a result, broadcast frames are
flooded out all bridge ports other than the port that received the frame.

Popular in the mid- to late 1980s and early 1990s, bridges have largely been
replaced with switches, for reasons including price, performance, and features. From
a performance perspective, a bridge makes its forwarding decisions in software,
whereas a switch makes its forwarding decisions in hardware, using application-
specific integrated circuits (ASICs). Also, not only do these ASICs help reduce the
cost of switches, they enable switches to offer a wider array of features. For example,
Chapter 4 discusses a variety of switch features, including VLANS, trunks, port mir-
roring, Power over Ethernet (PoE), and 802.1X authentication.

Switches

Like a bridge, a switch (specifically, a Layer 2 Ethernet switch in this discussion)
can dynamically learn the MAC addresses attached to various ports by looking at
the source MAC address on frames coming into a port. For example, if switch port
Gigabit Ethernet 1/1 received a frame with a source MAC address of DDDD.
DDDD.DDDD, the switch could conclude that MAC address DDDD.DDDD.
DDDD resided off of port Gigabit Ethernet 1/1. In the future, if the switch receives
a frame destined for a MAC address of DDDD.DDDD.DDDD, the switch would
only send that frame out of port Gigabit Ethernet 1/1.
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Initially, however, a switch is unaware of what MAC addresses reside off of which
ports (unless MAC addresses have been statically configured). Therefore, when a
switch receives a frame destined for a MAC address not yet present in the switch’s
MAC address table, the switch floods that frame out of all the switch ports except
the port on which the frame was received. Similarly, broadcast frames (that is,
frames with a destination MAC address of FFFF . FFFF.FFFF) are always flooded
out all switch ports except the port on which the frame was received. As mentioned
in the discussion on bridges, the reason broadcast frames are always flooded is that
no endpoint will have a MAC address of FFFF.FFFF FFFF, meaning that the FFFF.
FFFF.FFFF MAC address will never be learned in a switch’s MAC address table.

To illustrate how a switch’s MAC address table becomes populated, consider an
endpoint named PC1 that wants to form a Telnet connection with a server. Also,
assume that PC1 and its server both reside on the same subnet (that is, no routing
is required to get traffic between PCI and its server). Before PC1 can send a Telnet
session to its server, PCI needs to know the IP address (that is, the Layer 3 address)
and the MAC address (Layer 2 address) of the server. The IP address of the server
is typically known or is resolved via a Domain Name System (DNS) lookup. In

this example, assume the server’s IP address is known. To properly form a Telnet
segment, however, PC1 needs to know the server’s Layer 2 MAC address. If PC1
does not already have the server’s MAC address in its ARP cache, PC1 can send an
Address Resolution Protocol (ARP) request in an attempt to learn the server’s MAC
address, as shown in Figure 3-16.

gpcz PCg

|=> Gig 0/3 Gig 0/3
Gig 0/1 Gig 0/2 Gig 0/1 Gig 0/2

PCH Gig 0/4 Gig 0/4
AAAA.AAAA.AAAA

Server

BBBB.BBBB.BBBB
(1~ =3

Port MAC Addresses Port MAC Addresses
Gig 0/1 | Empty Gig 0/1 | Empty
Gig 0/2 | Empty Gig 0/2 | Empty

SW1 MAC Address Table SW2 MAC Address Table

Figure 3-16 Endpoint Sending an ARP Request

When switch SW1 sees PC1’s ARP request enter port Gigabit 0/1, PC1’s MAC
address of AAAA.AAAA.AAAA is added to switch SW1’s MAC address table. Also,
because the ARP request is a broadcast, its destination MAC address is FFFEFFFE
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FFFF. Because the MAC address of FFFEFFFEFFFF is not known to switch SW1’s
MAC address table, switch SW1 floods a copy of the incoming frame out all switch
ports, other than the port on which the frame was received, as shown in Figure 3-17.

PC2 PC4

&:) ARPﬂ

Gig 0/1

Gig 0/3

Gig 0/2 Gig 0/1 Gig 0/2

ARP

PC1 ARP@ Gig0/4  pmmm) Gig 0/4 Server
AAAA.AAAA.AAAA BBBB.BBBB.BBBB
PC5
Port MAC Addresses Port MAC Addresses
Gig 0/1 | AAAA.AAAA.AAAA Gig 0/1 | Empty
Gig 0/2 | Empty Gig 0/2 | Empty

SW1 MAC Address Table SW2 MAC Address Table

Figure 3-17 Switch SW1 Flooding the ARP Request
When switch SW2 receives the ARP request over its Gig 0/1 trunk port, the source

MAC address of AAAA.AAAA.AAAA is added to switch SW2’s MAC address table,

as illustrated in Figure 3-18. Also, similar to the behavior of switch SW1, switch
SW2 floods the broadcast.

PC2

ARP ARP

L

Gig 0/3 Gig 0/3

PC1 ARP Gig 0/4 |=:) Anpll Gig 0/4 Server
AAAA.AAAA.AAAA g BBBB.BBBB.BBBB
Port MAC Addresses Port MAC Addresses
Gig 0/1 | AAAA.AAAA.AAAA Gig 0/1 | AAAA.AAAA.AAAA
Gig 0/2 | Empty Gig 0/2 | Empty

SW1 MAC Address Table

Figure 3-18 Switch SW2 Flooding the ARP Request

SW2 MAC Address Table

The server receives the ARP request and responds with an ARP reply, as shown
in Figure 3-19. Unlike the ARP request, however, the ARP reply frame is not a
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broadcast frame. The ARP reply, in this example, has a destination MAC address of
AAAAAAAA AAAA. This makes the ARP reply a unicast frame.

PC2 PC4

ARP
Reply

Gig 0/3

Gig 0/3

Gig 0/1 Gig 0/2 Gig 0/1 Gig 0/2

PC1 Gig 0/4 Gig 0/4 Server
AAAA.AAAA.AAAA BBBB.BBBB.BBBB
PC3 PC5
Port MAC Addresses Port MAC Addresses
Gig 0/1 | AAAA.AAAA.AAAA Gig 0/1 | AAAA.AAAA.AAAA
Gig 0/2 | Empty Gig 0/2 | Empty
SW1 MAC Address Table SW2 MAC Address Table

Figure 3-19 ARP Reply Sent from the Server

Upon receiving the ARP reply from the server, switch SW2 adds the server’s MAC
address of BBBB.BBBB.BBBB to its MAC address table, as shown in Figure 3-20.
Also, the ARP reply is only sent out port Gig 0/1 because switch SW1 knows that
the destination MAC address of AAAA.AAAA.AAAA is available off of port Gig 0/1.

PC2 PC4

ARP ARP
Reply Reply

PC1 Gig 0/4 Gig 0/4 Server
AAAA.AAAA.AAAA BBBB.BBBB.BBBB
PC3 PC5
Port MAC Addresses Port MAC Addresses
Gig 0/1 | AAAA.AAAA.AAAA Gig 0/1 | AAAA.AAAA.AAAA
Gig 0/2 | Empty Gig 0/2 | BBBB.BBBB.BBBB
SW1 MAC Address Table SW2 MAC Address Table

Figure 3-20 Switch SW2 Forwarding the ARP Reply

When receiving the ARP reply in its Gig 0/2 port, switch SW1 adds the server’s
MAC address of BBBB.BBBB.BBBB to its MAC address table. Also, like switch
SW2, switch SW1 now has an entry in its MAC address table for the frame’s
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destination MAC address of AAAA.AAAA.AAAA. Therefore, switch SW1 forwards
the ARP reply out port Gig 0/1 to the endpoint of PC1, as illustrated in Figure 3-21.

gPC2 Pog
ARP ARP ARP

Reply Reply Reply
Gig 0/3 Gig 0/3

Gig 0/1 Gig 0/2 Gig 0/2

PC1 Gig 0/4 Gig 0/4 Server
AAAA.AAAA.AAAA BBBB.BBBB.BBBB
PC3 PC5
Port MAC Addresses Port MAC Addresses
Gig 0/1 | AAAA.AAAA AAAA Gig 0/1 | AAAA.AAAA.AAAA
Gig 0/2 | BBBB.BBBB.BBBB Gig 0/2 | BBBB.BBBB.BBBB
SW1 MAC Address Table SW2 MAC Address Table

Figure 3-21 Switch SW1 Forwarding the ARP Reply

After receiving the server’s ARP reply, PC1 now knows the MAC address of the
server. Therefore, PC1 can now properly construct a Telnet segment destined for
the server, as depicted in Figure 3-22.

PC2

Telnet

Gig 011 Gig 0/2 Gig 0/2

PC1 Gig 0/4 Gig 0/4 Server
AAAA.AAAA.AAAA BBBB.BBBB.BBBB
PC5
Port MAC Addresses Port MAC Addresses
Gig 0/1 | AAAA.AAAA.AAAA Gig 0/1 | AAAA.AAAA.AAAA
Gig 0/2 | BBBB.BBBB.BBBB Gig 0/2 | BBBB.BBBB.BBBB
SW1 MAC Address Table SW2 MAC Address Table

Figure 3-22 PC1 Sending a Telnet Segment

Switch SW1 has the server’s MAC address of BBBB.BBBB.BBBB in its MAC address
table. Therefore, when switch SW1 receives the Telnet segment from PC1, that seg-
ment is forwarded out of switch SW1’s Gig 0/2 port, as shown in Figure 3-23.
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Telnet

Gig 0/1 Gig 0/2 Gig 0/1 Gig 0/2

Server
BBBB.BBBB.BBBB

PC1
AAAA.AAAA.AAAA

Port MAC Addresses Port MAC Addresses
Gig 0/1 | AAAA.AAAA.AAAA Gig 0/1 | AAAA.AAAA.AAAA
Gig 0/2 | BBBB.BBBB.BBBB Gig 0/2 | BBBB.BBBB.BBBB

SW1 MAC Address Table SW2 MAC Address Table

Figure 3-23 Switch SW1 Forwarding the Telnet Segment

Similar to the behavior of switch SW1, switch SW2 forwards the Telnet segment
out of its Gig 0/2 port. This forwarding, shown in Figure 3-24, is possible, because
switch SW2 has an entry for the segment’s destination MAC address of BBBB.
BBBB.BBBB in its MAC address table.

gpcz ch

Telnet Telnet Telnet
Gig 0/3 Gig 0/3

Gig 0/4 Gig 0/4

PC1 Server
AAAA.AAAA.AAAA BBBB.BBBB.BBBB
PC3 PC5
Port MAC Addresses Port MAC Addresses
Gig 0/1 | AAAA.AAAA.AAAA Gig 0/1 | AAAA.AAAA.AAAA
Gig 0/2 | BBBB.BBBB.BBBB Gig 0/2 | BBBB.BBBB.BBBB
SW1 MAC Address Table SW2 MAC Address Table

Figure 3-24 Switch SW2 Forwarding the Telnet Segment

Finally, the server responds to PC1, and a bidirectional Telnet session is established
between PC1 and the server, as illustrated in Figure 3-25. Because PC1 learned the
server’s MAC address as a result of its earlier ARP request and stored that result
in its local ARP cache, the transmission of subsequent Telnet segments does not
require additional ARP requests. However, if unused for a period of time, entries in
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a PC’s ARP cache can time out. Therefore, the PC would have to broadcast another
ARP frame if it needed to send traffic to the same destination IP address. The send-
ing of the additional ARP adds a small amount of delay when reestablishing a ses-

sion with that destination IP address.

PC2

Telnet Telnet

PC4

Telnet

PC1 Gig 0/4 Gig 0/4 Server
AAAA.AAAA.AAAA BBBB.BBBB.BBBB
PC3 PC5
Port MAC Addresses Port MAC Addresses
Gig 0/1 | AAAA.AAAA.AAAA Gig 0/1 | AAAA.AAAA.AAAA
Gig 0/2 | BBBB.BBBB.BBBB Gig 0/2 | BBBB.BBBB.BBBB

SW1 MAC Address Table

SW2 MAC Address Table

Figure 3-25 Bidirectional Telnet Session Between PC1 and the Server

As shown in Figure 3-26, like on a bridge, each port on a switch represents a sepa-
rate collision domain. Also, all ports on a switch belong to the same broadcast

domain, with one exception.

Ke

Layer 2 Switch

Four Collision Domains
One Broadcast Domain

Figure 3-26 Switch Collision and Broadcast Domains

From the Library of Frank Jefferson



Ke

Chapter 3: Network Components 89

The exception is when the ports on a switch have been divided up into separate vir-
tual LANs (VLANS). As discussed in Chapter 5, “IPv4 and IPv6 Addresses,” each
VLAN represents a separate broadcast domain, and for traffic to travel from one
VLAN to another, that traffic must be routed by a Layer 3 device.

Multilayer Switches

Whereas a Layer 2 switch, as previously described, makes forwarding decisions
based on MAC address information, a multilayer switch can make forwarding deci-
sions based on upper-layer information. For example, a multilayer switch could
function as a router and make forwarding decisions based on destination IP address
information.

Some literature refers to a multilayer switch as a Layer 3 switch because of the
switch’s capability to make forwarding decisions like a router. The term multilayer
switch is more accurate, however, because many multlayer switches have policy-
based routing features that allow upper-layer information (for example, application
port numbers) to be used in making forwarding decisions.

Figure 3-27 makes the point that a multilayer switch can be used to interconnect
not just network segments, but entire networks. Specifically, Chapter 6, “Routing
IP Packets,” explains how logical Layer 3 IP addresses are used to assign network
devices to different logical networks. For traffic to travel between two networked
devices that belong to different networks, that traffic must be routed. (That is, a
device, such as a multilayer switch, has to make a forwarding decision based on
Layer 3 information.)

Multilayer
Switch

Network A Network B

Eight Collision Domains
Two Broadcast Domain

Figure 3-27 Multilayer Ethermnet Switch
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Like on a Layer 2 switch, each port on a multilayer switch represents a separate col-
lision domain; however, a characteristic of a multilayer switch (and a router) is that
it can become a boundary of a broadcast domain. Although all ports on a Layer 2
switch belong to the same broadcast domain, if configured as such, all ports on a
multilayer switch can belong to different broadcast domains.

Routers

A router is a Layer 3 device, meaning that it makes forwarding decisions based on
logical network address (for example, IP address) information. Although a router is
considered to be a Layer 3 device, like a multilayer switch, it has the capability to
consider high-layer traffic parameters, such as quality of service (QoS) settings, in
making its forwarding decisions.

As shown in Figure 3-28, each port on a router is a separate collision domain and

a separate broadcast domain. At this point in the discussion, routers are beginning
to sound much like multlayer switches. So, why would network designers select a
router rather than a multilayer switch in their design?

Ke
et — |

Router

Network A Network B

Eight Collision Domains
Two Broadcast Domain

Figure 3-28 Router Broadcast and Collision Domains

One reason a router is preferable to a multilayer switch, in some cases, is that rout-
ers are usually more feature rich and support a broader range of interface types. For
example, if you need to connect a Layer 3 device out to your Internet service pro-
vider (ISP) using a serial port, you will be more likely to find a serial port expansion
module for your router rather than your multilayer switch.
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Infrastructure Device Summary

Table 3-1 summarizes the characteristics of the network infrastructure devices dis-
cussed in this section.

Key Table 3-1 Network Infrastructure Device Characteristics

Ul Device Number of Collision Number of Broadcast  OSI Layer of
Domains Possible Domains Possible Operation
Hub 1 1 1
Bridge 1 per port 1 2
Switch 1 per port 1 per port 2
Multilayer switch 1 per port 1 per port 3+
Router 1 per port 1 per port 3+

Specialized Network Devices

Although network infrastructure devices make up the backbone of a network, for
added end-user functionality, many networks integrate various specialized network
devices such as VPN concentrators, firewalls, DNS servers, DHCP servers, proxy
servers, caching engines, and content switches.

VPN Concentrators

Companies with locations spread across multiple sites often require secure com-
munications between those sites. One option is to purchase multiple WAN connec-
tions interconnecting those sites. Sometimes, however, a more cost-effective option
is to create secure connections through an untrusted network, such as the Internet.
Such a secure tunnel is called a virtual private nerwork (VPN). Depending on the
VPN technology being used, the devices that terminate the ends of a VPN tunnel
might be required to perform heavy processing. For example, consider a company
headquarters location with VPN connections to each of 100 remote sites. The
device at the headquarters terminating these VPN tunnels might have to perform
encryption and authentication for each tunnel, resulting in a heavy processor bur-
den on that device.
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Although several router models can terminate a VPN circuit, a dedicated device,
called a VPN concentrator, can be used instead. A VPN concentrator performs the
processor-intensive process required to terminate multiple VPN tunnels. Figure
3-29 shows a sample VPN topology, with a VPN concentrator at each corporate

location.
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Figure 3-29 VPN Concentrator

==
==
VPN
Concentrator

The term encryption refers to the capability of a device to scramble data from a
sender in such a way that the data can be unscrambled by the receiver, but not by
any other party who might intercept the data. With a VPN concentrator’s capabil-
ity to encrypt data, it is considered to belong to a class of devices called encryption
devices, which are devices (for example, routers, firewalls, and VPN concentrators)
capable of participating in an encrypted session.

Firewalls

A firewall is primarily a network security appliance, and it is discussed in Chapter
12, “Network Security.” As depicted in Figure 3-30, a firewall stands guard at the
door of your network, protecting it from malicious Internet traffic.
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Figure 3-30 Firewall

For example, a stateful firewall allows traffic to originate from an inside network (that
is, a trusted network) and go out to the Internet (an untrusted network). Likewise,
return traffic coming back from the Internet to the inside network is allowed by the
firewall. However, if traffic were originated from a device on the Internet (that is,
not returning traffic), the firewall blocks that traffic.

DNS Servers

A Domain Name System (DNS) server performs the task of taking a domain name
(for example, www.ciscopress.com) and resolving that name into a corresponding IP
address (for example, 10.1.2.3). Because routers (or multilayer switches) make their
forwarding decisions based on Layer 3 information (for example, IP addresses), an
IP packet needs to contain IP address information, not DNS names. However, as
humans, we more readily recall meaningful names rather than 32-bit numbers.

As shown in Figure 3-31, an end user who wants to navigate to the www.ciscopress.
com website enters that fully qualified domain name (FQDN) into her web browser;
however, the browser cannot immediately send a packet destined for www.ciscopress.
com. First, the end user’s computer needs to take the FQDN of www.ciscopress.com
and resolve it into a corresponding IP address, which can be inserted as the destina-
tion IP address in an IP packet. This resolution is made possible by a DNS server,
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which maintains a database of local FQDNs and their corresponding IP addresses, in
addition to pointers to other servers that can resolve IP addresses for other domains.

DNS
'llgg?)lic Server
(1) What is the IP address for
www.ciscopress.com?

(2) 192.168.1.11

Router (3) Packet
destined for
192.168.1.11

Figure 3-31 DNS Server

A FQDN is a series of strings, delimited by a period (as in the example, www.cis-
copress.com). The rightmost part is the top-level domain. Examples of top-level
domains include .com, .mil, and .edu, as shown in Figure 3-32. Although there are
many other top-level domains, these are among some of the more common top-
level domains seen in the United States.

Lower-level domains can point upward to higher-level DNS servers to resolve
nonlocal FQDNes, as illustrated in Figure 3-32.

twitter

Figure 3-32 Hierarchical Domain Name Structure

A DNS server’s database contains not only FQDNs and corresponding IP addresses,
but also DNS record types. For example, a Mail Exchange (MX) record would be

the record type for an email server. As a few examples, Table 3-2 lists a collection of
common DNS record types.
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Table 3-2 Common DNS Record Types

Record Type Description

A An address record (that is, A record) maps a hostname to an IPv4 address.

AAAA An TPv6 address record (that is, AAAA record) maps a hostname to an IPv6
address.

CNAME A canonical name record (that is, CNAME record) is an alias of an existing
record, thus allowing multiple DNS records to map to the same IP address.

MX A mail exchange record (that is, MX record) maps a domain name to an email
(or message transfer agent) server for that domain.

NS Delegates a DNS zone to use the given authoritative name servers.

PTR A pointer record (that is, PTR record) points to a canonical name. A PTR
record is commonly used when performing a reverse DNS lookup, which is a
process used to determine what domain name is associated with a known IP
address.

SOA A start of authority record (that is, SOA record) provides authoritative
information about a DNS zone, such as email contact information for the
zone’s administrator, the zone’s primary name server, and various refresh
timers.

SRV A generalized service location record. Used for newer protocols instead of
creating protocol-specific records such as MX.

TXT Originally for arbitrary human-readable text in a DNS record. Since the early

1990s, however, this record carries machine-readable data, such as specified
by RFC 1464, opportunistic encryption, Sender Policy Framework (SPF), or
DomainKeys Identified Email (DKIM).

A potential challenge when setting up DNS records is when you want to point to
the IP address of a device that might change its IP address. For example, if you have
a cable modem or digital subscriber line (DSL) modem in your home, that device
might obtain its IP address from your service provider via DHCP (as discussed in
the next section, “DHCP Servers”). As a result, if you add the IP address of your
cable modem or DSL modem to a DNS record (to allow users on the Internet to
access one or more devices inside your network), that record could be incorrect if
your device obtains a new IP address from your service provider.

To overcome such a challenge, you can turn to dynamic DNS (DDNS). A DDNS
provider supplies software you run on one of your PCs that monitors the IP address
of the device referenced in the DNS record (your cable modem or DSL modem

in this example). If the software detects a change in the monitored IP address, that
change is reported to your service provider, which is also providing DNS service.
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Another option is IP address management (IPAM). This is a means of planning, tracking,
and managing the Internet Protocol address space used in a network. IPAM integrates
DNS and DHCP so that each is aware of changes in the other (for instance DNS knowing
of the IP address taken by a client via DHCP, and updating itself accordingly).

Yet another DNS variant is Extension Mechanisms for DNS (EDNS). The original
specification for DNS had size limitations that prevented the addition of certain features,
such as security. EDNS supports these additional features, while maintaining backward
compatibility with the original DNS implementation. Rather than using new flags in the
DNS header, which would negate backwards compatibility, EDNS sends optional pseudo-
resource-records between devices supporting EDNS. These records support 16 new DNS
flags. If a legacy DNS server were to receive one of these optional records, the record
would simply be ignored. Therefore, backward compatibility is maintained, while new fea-
tures can be added for newer DNS servers.

When you enter a web address into your browser in the form of http://FQDN (for example,
http://www.ajsnetworking.com), notice that you not only indicate the FQDN of your web
address, you also specify that you want to access this location using the HT'TP protocol. Such
a string, which indicates both an address (for example, www.ajsnetworking.com) and a me-
thod for accessing that address (for example, http://), is called a uniform resource locator (URL).

Organizations will often implement DNS name resolution using internal and external
DNS. This means that clients using DNS to resolve for internal resources will rely on a
DNS server installed within the organization, while clients needing to resolve external
resources will rely on the Internet (external) DNS servers. You can take steps to ensure the
internal use only DNS information is not shared with public, external DNS servers.

Another option often used today for implementing DNS is third-party or cloud-hosted
DNS. Amazon Web Services, for example, offers their Route 53 service. This powerful set
of DNS services permits everything from domain registrations to name resolution services
for your cloud or on-prem servers and clients.

DHCP Servers

Most modern networks have IP addresses assigned to network devices, and those logical
Layer 3 addresses are used to route traffic between different networks. However, how does
a network device receive its initial IP address assignment?

One option is to manually configure an IP address on a device; however, such a process is
time consuming and error prone. A far more efficient method of IP address assignment is
to dynamically assign IP addresses to network devices. The most common approach for
this auto-assignment of IP addresses is Dynamic Host Configuration Protocol (DHCP).
Not only does DHCP assign an IP address to a network device, it can assign a wide variety
of other IP parameters, such as a subnet mask, a default gateway, and the IP address of a
DNS server.

If you have a cable modem or DSL connection in your home, your cable modem or DSL
router might obtain its IP address from your service provider via DHCP. In many corpo-
rate networks, when a PC boots, that PC receives its IP address configuration information
from a corporate DHCP server.
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Figure 3-33 illustrates the exchange of messages that occur as a DHCP client
obtains IP address information from a DHCP server. The following list describes
each step in further detail:

= -|

DHCP Client I J> DHCP Server

DHCPDISCOVER 10.1.1.2
Step 1

< DHCPOFFER |
Step 2

[ DHCPREQUEST >
Step 3

< DHCPACK |
Step 4

Figure 3-33 Obtaining IP Address Information from a DHCP Server

1. When a DHCP client initially boots, it has no IP address, default gateway, or
other such configuration information. Therefore, the way a DHCP client ini-
tially communicates is by sending a broadcast message (that is, a DHCPDIS-
COVER message to a destination address of 255.255.255.255) in an attempt to
discover a DHCP server.

2. When a DHCP server receives a DHCPDISCOVER message, it can respond
with a unicast DHCPOFFER message. Because the DHCPDISCOVER mes-
sage is sent as a broadcast, more than one DHCP server might respond to this
discover request. However, the client typically selects the server that sent the
first DHCPOFFER response received by the client.

3. The DHCP client communicates with this selected server by sending a unicast
DHCPREQUEST message asking the DHCP server to provide IP configura-
tion parameters.

4. The DHCP server responds to the client with a unicast DHCPACK mes-
sage. This DHCPACK message contains a collection of IP configuration
parameters.

Notice that in step 1, the DHCPDISCOVER message was sent as a broadcast. By
default, a broadcast cannot cross a router boundary. Therefore, if a client resides on
a different network than the DHCP server, the client’s next-hop router should be
configured as a DHCP relay agent, which allows a router to relay DHCP requests
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to either a unicast IP address or a directed broadcast address for a network. The
DHCP relay agent is often referred to as an IP helper.

A DHCP server can be configured to assign IP addresses to devices belonging to dif-
ferent subnets. Specifically, the DHCP server can determine the source subnet of
the DHCP request and select an appropriate address pool from which to assign an
address. One of these address pools (which typically corresponds to a single subnet) is
called a scope.

When a network device is assigned an IP address from an appropriate DHCP scope,
that assignment is not permanent. Rather, it is a temporary assignment referred to as a
Jease. Although most client devices on a network work well with this dynamic address-
ing, some devices (for example, servers) might need to be assigned a specific IP address.
Fortunately, you can configure a DHCP reservation, where a specific MAC address is
mapped to a specific IP address, which will not be assigned to any other network device.
"This static addressing approach is referred to as a DHCP reservation.

Another common concern in DHCP configurations is to exclude IP addresses from
the scope of addressed you make available. We call these IP exclusions. You might do
this for several servers you have in your organization that required configurations with
a static IP address in the scope of your overall IP address space. IP exclusions are sim-
ple to configure and ensure that an IP address conflict does not result in your subnet.

A method for remembering the four main steps of DHCP is D.O.R.A., with each let-
ter representing the steps discover, offer, request, and acknowledge.

Proxy Servers

Some clients are configured to forward their packets, which are seemingly destined for
the Internet, to a proxy server. This proxy server receives the client’s request, and on
behalf of that client (that is, as that client’s proxy), the proxy server sends the request out
to the Internet. When a reply is received from the Internet, the proxy server forwards
the response on to the client. Figure 3-34 illustrates the operation of a proxy server.

Proxy
-nggl c Server

(1) Request

(2) Request
from Proxy

Figure 3-34 Proxy Server Operation
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What possible benefit could come from such an arrangement? Security is one ben-
efit. Specifically, because all requests going out to the Internet are sourced from the
proxy server, the IP addresses of network devices inside the trusted network are hid-
den from the Internet.

Yet another benefit could come in the form of bandwidth savings, because many
proxy servers perform content caching. For example, without a proxy server, if mul-
tiple clients all visited the same website, the same graphics from the home page of
the website would be downloaded multiple times (one time for each client visiting
the website). However, with a proxy server performing content caching, when the
first client navigates to a website on the Internet, and the Internet-based web server
returns its content, the proxy server not only forwards this content to the client
requesting the web page but stores a copy of the content on its hard drive. Then,
when a subsequent client points its web browser to the same website, after the proxy
server determines that the page has not changed, the proxy server can locally serve
up the content to the client, without having to once again consume Internet band-
width to download all the graphic elements from the Internet-based website.

As a final example of a proxy server benefit, some proxy servers can perform content
filtering. Content filtering restricts clients from accessing certain URLs. For exam-
ple, many companies use content filtering to prevent their employees from accessing
popular social networking sites, in an attempt to prevent a loss of productivity. A
reverse proxy receives requests on behalf of a server or servers and replies back to
the clients on behalf of those servers. This can also be used with load-balancing and
caching to better utilize a group of servers.

Content Engines

As previously described, many proxy servers are capable of performing content
caching; however, some networks used dedicated appliances to perform this content
caching. These appliances are commonly referred to as caching engines or content
engines.

Figure 3-35 demonstrates how a corporate branch office can locally cache informa-
tion from a server located at the corporate headquarters location. Multiple requests
from branch office clients for the content can then be serviced from the content
engine at the branch office, thus eliminating the repetitive transfer of the same data.
Depending on traffic patterns, such an arrangement might provide significant WAN
bandwidth savings.
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Figure 3-35 Content Engine Operation

Content Switches

Consider the server farm presented in Figure 3-36. The servers making up this
server farm house the same data. For companies with a large Internet presence (for
example, a search engine company, an online book store, or a social networking site),
a single server could be overwhelmed with the glut of requests flooding in from the
Internet. To alleviate the burden placed on a single server, a content switch (also
known as a load balancer) distributes incoming requests across the various servers in
the server farm, each of which maintains an identical copy of data and applications.

Ke

Server Farm
Figure 3-36 Content Switching Operation
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A major benefit of content switching is that it allows a server farm to scale. Specifi-
cally, as demand increases, new servers can be added to the group of servers across
which requests are load balanced. Also, if maintenance (for example, applying an
operating system patch) needs to be performed on a server, a server can simply be
taken out of the load-balancing rotation, with the remaining servers picking up the
slack. Then, after the maintenance is complete, the server can once again be added
back to the defined server group.

Other Specialized Devices

Here are some other specialized networking devices not explicitly covered elsewhere
in this text:

m Wireless range extender: Since all 802.11 wireless technologies have dis-
tance limitations, a wireless range extender can amplify the signal and extend
the reachability of a wireless cell.

m Next-generation firewall (NGFW): Newer firewalls of today not only can
perform stateless and stateful filtering of traffic, but they can also deeply
inspect the contents of packets to find and prevent attacks. These devices also
can connect to the cloud for the latest updates in global threats.

m Software-defined networking (SDN) controller: This appliance-based
device is responsible for distributing control plane instructions to network
devices downstream for their configuration and management. If you are not
familiar with SDN, have no fear: the next section of this chapter explains it
to you.

Virtual Network Devices

A major data center paradigm shift is underway. This shift is away from a company
having its own data center (with its raised flooring and large air conditioning sys-
tem) containing multiple physical servers, each of which offering a specific service
(for example, email, DNS services, or Microsoft Active Directory).

Virtual Servers

The computing power available in a single high-end server is often sufficient to
handle the tasks of multiple independent servers. With the advent of virtualization,
multiple servers (which might be running different operating systems) can run in
virtual server instances on one physical device. For example, a single high-end server
might be running an instance of a Microsoft Windows Server providing Microsoft
Active Directory (AD) services to an enterprise, while simultaneously running an
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instance of a Linux server acting as a corporate web server, and at the same time act-
ing as a Sun Solaris UNIX server providing corporate DNS services. Figure 3-37
illustrates this concept of a virtual server. Although the virtual server in the figure
uses a single network interface card (NIC) to connect out to an Ethernet switch,
many virtual server platforms support multiple NICs. Having multiple NICs offers
increased throughput and load balancing.

Ethernet Switch

Virtual Server
Figure 3-37 Virtual Server

NOTE Although the previous example used a Linux-based web server, be aware
that web servers can run on a variety of operating system (OS) platforms. As one
example, Microsoft Windows servers support a web server application called Internet
Information Services (IIS), which was previously known as Internet Information
Server.

Virtualization is possible with servers thanks to specialized software called a hyper-
visor. The hypervisor takes physical hardware and abstracts it for the virtual server.
The extent of virtualization is amazing, with even the NIC of each virtual server
represented virtually (virtual NIC).

The networks and systems supporting virtual servers also commonly have network-
attached storage (NAS), where disk storage is delivered as a service over the network.
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A technology for network storage is IP-based Small Computer System Interface
(iSCSI). With iSCSI, a client using the storage is referred to as an initiator, and the
system providing the iSCSI storage is called the iISCSI target. The networks support-
ing iSCSI are often configured to support larger-than-normal frame sizes, referred to
as jumbo frames.

Fibre channel is another technology that can deliver storage services over a network.
Thanks to high-speed Ethernet options today, you can even configure Fibre Chan-
nel over Ethernet (FCoE) to run a unified network for your SAN and non-storage-
data traffic.

NOTE Less commonly encountered is InfiniBand (IB). This communication
technology permits high-speed, low-latency communications between
supercomputers.

Virtual Routers and Firewalls

Most of the vendors who create physical routers and firewalls also have an offer-
ing that includes virtualized routers and firewalls. The benefit of using a virtualized
firewall or router is that the same features of routing and security can be available in
the virtual environment as they are in the physical environment. As part of interfac-
ing with virtual networks, virtual network adapters can be used. For connectivity
between the virtual world and the physical one, there would be physical interfaces
involved that connect to the logical virtual interfaces.

Virtual Switches

One potential trade-off you make with the previously described virtual server sce-
nario is that all servers belong to the same IP subnet, which could have QoS and
security implications. If these server instances ran on separate physical devices, they
could be attached to different ports on an Ethernet switch. These switch ports could
belong to different VLANS, which could place each server in a different broadcast
domain.

Fortunately, some virtual servers allow you to still have Layer 2 control (for exam-
ple, VLAN separation and filtering). This Layer 2 control is made possible by the
virtual server not only virtualizing instances of servers, but also virtualizing a Layer
2 switch. Figure 3-38 depicts a virtual switch. Notice that the servers logically reside
on separate VLANS, and frames from those servers are appropriately tagged when
traveling over a trunk to the attached Ethernet switch.
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Figure 3-38 Virtual Server with a Virtual Switch

Virtual Desktops

Another emerging virtualization technology is virtual desktops. With today’s users
being more mobile than ever, they need access to information traditionally stored
on their office computers’ hard drives from a variety of other locations. For exam-
ple, a user might be at an airport using their smartphone, and they need access to a
document they created on their office computer. With virtual desktops, a user’s data
is stored in a data center rather than on an office computer’s hard drive. By provid-
ing authentication credentials, the user can establish a secure connection between
the centralized repository of user data and their device, as shown in Figure 3-39,
thus allowing the user to remotely access the desired document.
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Figure 3-39 Virtual Desktop Topology

Other Virtualization Solutions

Although the previously discussed virtualization technologies (that is, virtual servers,
virtual switches, and virtual desktops) were described as residing at a corporate loca-
tion (that is, on-site), some service providers offer off-site options. Specifically, if a
service provider’s customer did not want to house and maintain its own data center,
these virtualization technologies could be located at a service provider’s data center,
and the customer could be billed based on usage patterns. Such a service provider
offering is called nerwork as a service (NaaS), implying that network features can be
provided by a service provider, just as a telephony service provider offers access to
the Public Switched Telephone Network (PSTN), and an ISP offers access to the
public Internet.

Cloud Computing

Virtualized services and solutions are often offered by service providers as cloud com-
puting. A company purchasing cloud computing services has the option of public,
private, or hybrid cloud services. Private cloud services include systems that only
have interactions and communications with other devices inside that same private
cloud or system. Public cloud services interact with devices on public networks such
as the Internet and potentially other public clouds. An environment in which there
are private cloud services, but some of those services interact with public clouds,

is referred to as hybrid cloud services. Some of the types of services that can be avail-
able as part of cloud computing include infrastructure as a service (IaaS), where the
company rents virtualized servers (which are hosted by a service provider) and then
runs specific applications on those servers. Another type of cloud service is software
as a service (SaaS), where the details of the servers are hidden from the customer
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and the customer’s experience is similar to using a web-based application. Another
cloud service is called platform as a service (PaaS), which can provide a development
platform for companies that are developing applications and want to focus on cre-
ating the software and not have to worry about the servers and infrastructure that
are being used for that development. Another type of cloud is the community cloud,
which is a term referring to cloud services used by individuals, companies, or entities
with similar interests. In cloud computing, it is likely that virtualized switches, rout-
ers, servers, and firewalls will be used as part of cloud-based services.

NOTE An application service provider (ASP) provides application software access to
subscribers. This service is sometimes called sofiware as a service (SaaS).

Similar to outsourcing the features of a data network with Naa$, a corporate tele-
phony solution might also be outsourced. Many companies own and maintain their
own private branch exchange (PBX), which is a privately owned telephone system.
One option for companies that want to outsource their telephony service is to use a
service provider’s virtual PBX. A virtual PBX is usually a Voice over IP (VoIP) solu-
tion, where voice is encapsulated inside data packets for transmission across a data
network. Typically, a service provider provides all necessary IP telephony gateways
to convert between a customer’s existing telephony system and the service provider’s
virtual PBX.

NOTE A virtual PBX is different from a hosted PBX, which is usually a traditional
(that is, not VoIP) PBX hosted by a service provider.

As more and more technology appears in the cloud (either public or private), con-
nectivity (specifically, secured connectivity) becomes paramount. Secure protocols
such as HTTPS, TLS, and SSH are a must when accessing most cloud resources.
Fortunately, massive cloud providers such as Amazon with Amazon Web Services
(AWS) make it simple to securely connect using a wide variety of methods, includ-
ing hardware VPN appliances located at your corporate or home office. Although
your applications and servers might be sharing physical equipment with other cus-
tomers of Amazon, great pains are taken to ensure this multitenancy does not sacri-
fice security.

NOTE Amazon makes it very clear. When it comes to your cloud security with
Amazon Web Services, it is a shared responsibility model. For example, Amazon
will secure your virtual machine from other customer virtual machines, but it is up
to you to properly secure the operating system (OS) inside the VM, just as it is your
responsibility to control access to and from the VM.
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Software-Defined Networking (SDN)

Software-defined networking is changing the landscape of our traditional networks.
A well-implemented software-defined network will allow the administrator to
implement features, functions, and configurations without the need to do the indi-
vidual command-line configuration on the network devices. The front end that the
administrator interfaces with can alert the administrator to what the network is cur-
rently doing, and then through that same graphical user interface the administrator
can indicate what he wants done, and then behind the scenes the detailed configura-
tions across multiple network devices can be implemented by the software-defined
network.

Voice over IP Protocols and Components

SIP

As previously mentioned, a Voice over IP (VoIP) network digitizes the spoken voice
into packets and transmits those packets across a data network. This allows voice,
data, and even video to share the same medium. In a network with unified commu-
nications (UC) such as voice, video, and data, specialized UC servers, controllers,
devices, and gateways are also likely to be used. In a cloud computing environment,
they may be virtualized as well. Figure 3-40 shows a sample VoIP network topology.
Not only can a VoIP network provide significant cost savings over a traditional PBX
solution, many VoIP networks offer enhanced services (for example, integration
with video conferencing applications and calendaring software to determine avail-
ability) not found in traditional corporate telephony environments.

IP Phone @

RTP

PBX

&

Gateway
SIP
SIP
=,

Call Agent

Figure 3-40 Sample VoIP Network Topology

Table 3-3 defines the VoIP devices and protocols shown in Figure 3-40.
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Table 3-3 VolIP Network Elements

Protocol/Device

Description

IP phone

An IP phone is a telephone with an integrated Ethernet connection.
Although users speak into a traditional analog handset (or headset)

on the IP phone, the IP phone digitizes the spoken voice, packetizes

it, and sends it out over a data network (via the IP phone’s Ethernet
port). While an IP phone is a common example of a VoIP endpoint, an
alternative is software running on a computer.

Call agent

A call agent is a repository for a VoIP network’s dial plan. For example,
when a user dials a number from an IP phone, the call agent analyzes the
dialed digits and determines how to route the call toward the destination.

Gateway

A gateway in a VoIP network acts as a translator between two different
telephony signaling environments. In Figure 3-40, both gateways
interconnect a VoIP network with the PSTN. Also, the gateway on the
right interconnects a traditional PBX with a VoIP network.

PBX

A Private Branch Exchange (PBX) is a privately owned telephone switch
traditionally used in corporate telephony systems. Although a PBX is
not typically considered a VoIP device, it connects into a VoIP network
through a gateway, as shown in Figure 3-40.

Analog phone

An analog phone is a traditional telephone, like you might have in your
home. Even though an analog phone is not typically considered a VoIP
device, it can connect into a VoIP network via a VoIP adapter or, as
shown in Figure 3-40, via a PBX, which is connected to a VoIP network.

SIP

Session Initiation Protocol (SIP) is a signaling, setup, and management
protocol used with voice and video sessions over IP networks. SIP, in
conjunction with other protocols, also specifies the encoder/decoder
(codec) that will be used for voice and video connections over the
network.

RTP

Real-time Transport Protocol (RTP) is a protocol that carries voice (and
interactive video). Notice in Figure 3-40 that the bidirectional RTP
stream does not flow through the call agent.

Real-World Case Study

Acme, Inc., has decided that to keep pace with the growing customer demand, it will
use software as a service from a cloud provider for its primary business application.
"This will allow the company to focus on its business and use the application instead
of managing and maintaining that application.
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There will be some desktop computers in the office for the users, and those com-
puters will be networked using UTP cabling that goes to a switch. The switches

on each floor of the building will be secured in a locked intermediate distribution
frame (IDF) in a wiring closet on each floor. For the interconnections between

the switches on each of the floors, multi mode fiber-optic cabling is used. When
purchasing hardware and fiber-optic cabling, Acme will want to make sure that the
fiber-optic connector type matches the correct fiber interface type on the switches.
In the basement of the building is an area for Acme, Inc. to use as its own dedicated
main distribution frame (MDF). From the MDF, there will be cabling that goes to
the demarcation point for the service provider for the WAN and Internet connec-
tivity provided by the service provider. This connectivity will be used to access the
cloud services (Saa$ specifically) from the service provider and for WAN and Inter-
net access.

Inside the building, a few of the users have mobile devices. To facilitate network
access for these mobile users, wireless APs, which are physically connected through
UTP cabling to the switches on each floor, will be used. Hubs will not be used
because they are not very secure or effective and because all network traffic is sent
to every other port on a hub, whereas a switch only forwards unicast frames to the
other ports that need to see that traffic. To consolidate hardware in the MDF, mul-
tilayer switches will be used to provide not only Layer 2 forwarding of frames based
on MAC addresses, but also Layer 3 forwarding of packets based on IP addresses
(routing). On the LAN, Acme intends to use a set of redundant servers near the
MDF to provide services such as DHCP, DNS, and time synchronization to each of
its offices on each floor. The servers can coordinate DNS and time synchronization
with other servers on the public Internet. The local servers can also be used for net-
work authentication to control user access to the network regardless of the source,
including wireless, wired, and VPN. Instead of purchasing multiple physical servers,
the company is going to virtualize the servers onto specialized hardware that is fault
tolerant. With this solution, the company can easily add additional logical servers
without purchasing a physical system for every new server. This could include uni-
fied communications servers that may be involved with voice, video, and other types
of streaming data.

A VPN device will also be installed in the MDF to allow users who are connected

to the Internet from their home or other locations to build a secure VPN remote
access connection over the Internet to the corporate headquarters. Instead of buying
a dedicated VPN device such as a concentrator, Acme is going to use a firewall that
has this VPN capability integrated as part of its services.
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Summary
Here are the main topics covered in this chapter:

m This chapter contrasted various media types, including coaxial cable,
shielded twisted pair, unshielded twisted pair, fiber-optic cable, and wireless
technologies.

m The roles of various network infrastructure components were contrasted.
These components include hubs, bridges, switches, multilayer switches, and
routers.

m This chapter provided examples of specialized network devices and explained
how they could add network enhancements. These devices include VPN
concentrators, firewalls, DNS servers, DHCP servers, proxy servers, content
engines, and content switches.

m Virtual networking components were described. These components include
virtual server, virtual switch, virtual desktop, and virtual PBX technologies.

m This chapter introduced VoIP and described some of the protocols and hard-
ware components that make up a VoIP network.

Exam Preparation Tasks

Review All the Key Topics

Review the most important topics from inside the chapter, noted with the Key
Topic icon in the outer margin of the page. Table 3-4 lists these key topics and the
page numbers where each is found.

Key_ Table 3-4 Key Topics for Chapter 3
Topic

Key Topic Element Description Page
Number
List, Figure 3-2 Common coaxial connectors 65
List Categories of UTP cabling 67
List, Figure 3-5 Common twisted-pair connectors 69
Figure 3-7 Light propagation in multimode fiber 72
Figure 3-8 Light propagation in single-mode fiber 73
List, Figure 3-9 Common fiber-optic connectors 74
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Key Topic Element Description Page
Number

Figure 3-10 Example: Cable distribution system 75
List Internet of Things (IoT) Technologies 78
Figure 3-15 Ethernet bridge 81
Figure 3-26 Layer 2 Ethernet switch 88
Figure 3-27 Multilayer Ethernet switch 89
Figure 3-28 Router 90
Table 3-1 Network infrastructure device characteristics 91
Figure 3-29 VPN concentrator 92
Figure 3-30 Firewall 93
Figure 3-31 DNS server 94
Figure 3-32 Hierarchical domain name structure 94
Table 3-2 Common DNS record types 95
Step list Obtaining IP address information from a DHCP server 97
Figure 3-34 Proxy server operation 98
Figure 3-35 Content engine operation 100
Figure 3-36 Content switching operation 100
Figure 3-37 Virtual server 102
Figure 3-38 Virtual server with a virtual switch 104
Figure 3-39 Virtual desktop topology 105
Figure 3-40 Sample VoIP network topology 107
Table 3-3 VoIP network elements 108

Complete Tables and Lists from Memory

Print a copy of Appendix C, “Memory Tables,” or at least the section for this chap-
ter, and complete as many of the tables as possible from memory. Appendix D,
“Memory Tables Answer Key,” includes the completed tables and lists so you can
check your work.
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Define Key Terms

Define the following key terms from this chapter, and check your answers in the
Glossary:

coaxial cable, twisted-pair cable, shielded twisted-pair cable, unshielded twisted-
pair cable, electromagnetic interference (EMI), plenum, multimode fiber
(MMF), single-mode fiber (SMF), 66 block, 110 block, hub, switch, router,
multilayer switch, firewall, Domain Name System (DNS) server, Dynamic Host
Configuration Protocol (DHCP), proxy server, content engine, content switch,
virtual server, virtual switch, virtual desktop, on-site, off-site, network as a ser-
vice (NaaS), virtual PBX, Session Initiation Protocol (SIP), Real-time Transport
Protocol (RTP), SaaS, Paa$, IaaS, IPAM, software-defined networking (SDN),
SDN controller, Z-Wave, Ant+, Bluetooth, NFC, IR, RFID, 802.11, wireless
range extender, NGFW, FCoE, NAS, SAN

Additional Resources
Introducing DHCP: http://www.ajsnetworking.com/dhcp
SDN Controllers: http://www.ajsnetworking.com/sdn

From the Library of Frank Jefferson


http://www.ajsnetworking.com/dhcp
http://www.ajsnetworking.com/sdn

Chapter 3: Network Components 113

Review Questions

The answers to these review questions appear in Appendix A, “Answers to Review
Questions.”

1. Which of the following is a VoIP signaling protocol used to set up, maintain,
and tear down VoIP phone calls?

a. MX
b. RJ-45
c. SIP
d. IMAP

2, Which of the following categories of UTP cabling are commonly used for
1000BASE-T networks? (Choose two.)

a. Cat$
b. CatSe
c. Cat6
d. Cat6f

3. Which type of cable might be required for installation in a drop ceiling, which
is used as an open-air return duct?

a. Riser
b. Plenum
c. Multimode

d. Twin-axial

4.  Which network infrastructure device primarily makes forwarding decisions
based on Layer 2 MAC addresses?

a. Router

b. Switch

c. Hub

d. Multilayer switch
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5.  Arouter operating at Layer 3 primarily makes its forwarding decisions based
on what address?

o

d.

a. Destination MAC address
b.

Source IP address
Source MAC address

Destination IP address

6.  Identify two differences between an Ethernet bridge and an Ethernet switch.
(Choose two.)

a.

Switches use ASICs to make forwarding decisions, whereas bridges make
their forwarding decisions in software.

. Bridges typically operate faster than switches.
. Switches usually have higher port densities than bridges.

. Bridges can base their forwarding decisions on logical network layer

addresses.

7.  Arouter has 12 ports. How many broadcast domains does the router have?

a
b.

e

e

None
1

2

12

8. A switch has 12 ports. How many collision domains does the switch have?

a
b.

a9

None
1

2

12

9.  Whatis the first DHCP message sent by a client attempting to obtain IP
address information from a DHCP server?

a.
b.

e 9

DHCPOFFER
DHCPACK
DHCPDISCOVER
DHCPREQUEST
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What specialized network device is commonly used to load-balance traffic
across multiple servers in a group?

a. Content switch
b. Firewall
c. DNS server

d. Content engine

What IoT technology is specialized for monitoring sensor data and is ulti-
mately led by Garmin?

a. Z-Wave
b. Ant+

c. Bluetooth
d. RFID

Automating the management and configuration of many different network
devices thanks to a centralized controller refers to what technology?

a. Content distribution
b. Virtualized networking
c. Software-defined networking

d. Internet of Things
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After completion of this chapter, you will be able to answer the following
questions:

m What are the characteristics of Ethernet networks, in terms of media
access, collisions domains, broadcast domains, and distance/speed limitations
of various Ethernet standards?

m Ethernet switches perform what functions? How are these functions related
to VLAN:S, trunks, Spanning Tree Protocol, link aggregation, Power over
Ethernet, port monitoring, user authentication, and first-hop redundancy?
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CHAPTER 4

Ethernet Technology

Odds are, when you are working with local area networks (LANs), you are
working with Ethernet as the Layer 1 technology. Back in the mid-1990s, there
was tremendous competition between technologies such as Ethernet, Token
Ring, and Fiber Distributed Data Interface (FDDI). Today, however, you can
see that Ethernet is the clear winner of those Layer 1 wars.

Of course, over the years, Ethernet has evolved. Several Ethernet standards exist
in modern LANS, with a variety of distance and speed limitations. This chapter
begins by reviewing the fundamentals of Ethernet networks, including a collec-
tion of Ethernet speeds and feeds.

Chapter 3, “Network Components,” introduced you to Ethernet switches.
Because these switches are such an integral part of LANS, this chapter delves
into many of the features offered by some Ethernet switches.
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Foundation Topics

Principles of Ethernet

The genesis of Ethernet was 1973, when this technology was developed by Xerox
Corporation. The original intent was to create a technology to allow computers to
connect with laser printers. A quick survey of most any corporate network reveals
that Ethernet rose well beyond its humble beginnings, with Ethernet being used

to interconnect such devices as computers, printers, wireless access points, servers,
switches, routers, video-game systems, and more. This section discusses early Ether-
net implementations and limitations and references up-to-date Ethernet throughput
and distance specifications.

Ethernet Origins

In the network-industry literature, you might come upon the term IEEE 802.3
(where IEEE refers to the Institute of Electrical and Electronics Engineers stan-
dards body). In general, you can use the term IEEE 802.3 interchangeably with the
term Ethernet. However, be aware that these technologies have some subtle distinc-
tions. For example, an Ethernet frame is a fixed-length frame, whereas an 802.3
frame length can vary.

A popular implementation of Ethernet, in the early days, was called 10BASES. The
10 in 10BASES referred to network throughput, specifically 10Mbps (that is, 10
million [mega] bits per second). The BASE in 10BASES referred to baseband, as
opposed to broadband, as discussed in Chapter 2, “The OSI Reference Model.”
Finally, the 5 in 10BASES indicated the distance limitation of 500 meters. The cable
used in 10BASES networks, as shown in Figure 4-1, was a larger diameter than most
types of media. In fact, this network type became known as thicknet.

Another early Ethernet implementation was 10BASE2. From the previous analysis
of 10BASES, you might conclude that 10BASE2 was a 10Mbps baseband technol-
ogy with a distance limitation of 200 meters. That is almost correct. However,
10BASE2’s actual distance limitation was 185 meters. The cabling used in I0BASE2
networks was significantly thinner and therefore less expensive than 10BASES
cabling. As a result, I0BASE2 cabling, as shown in Figure 4-2, was known as thinnet
or cheapernet.
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Figure 4-1 10BASES5 Cable

Figure 4-2 Coaxial Cable Used for 10BASE2

10BASES5 and 10BASE2 networks are rarely, if ever, seen today. Other than their
10Mbps bandwidth limitation, the cabling used by these legacy technologies quickly
faded in popularity with the advent of unshielded twisted-pair (UTP) cabling, as dis-
cussed in Chapter 2. The 10Mbps version of Ethernet that relied on UTP cabling,
an example of which is provided in Figure 4-3, is known as 10BASE-T, where the T
in 10BASE-T refers to twisted-pair cabling.

Figure 4-3 UTP Cable Used for 10BASE-T
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Carrier-Sense Multiple Access/Collision Detect

Ethernet was based on the philosophy that all networked devices should be eligible,
at any time, to transmit on a network. This school of thought is in direct opposi-
tion to technologies such as Token Ring, which boasted a deterministic media access
approach. Specifically, Token Ring networks passed a token around a network in

a circular fashion, from one networked device to the next. Only when a networked
device was in possession of that token was it eligible to send on the network.

Recall from Chapter 1, “Computer Network Fundamentals,” the concept of a bus
topology. An example of a bus topology is a long cable (such as thicknet or thinnet)
running the length of a building, with various networked devices tapping into that
cable to gain access to the network.

Consider Figure 4-4, which depicts an Ethernet network using a shared bus
topology.

QQ?
|

Ethernet
Bus

888

Figure 4-4 Ethernet Network Using a Shared Bus Topology

In this topology, all devices are directly connected to the network and are free to
transmit at any time, if they have reason to believe no other transmission currently
exists on the wire. Ethernet permits only a single frame to be on a network segment
at any one time. So, before a device in this network transmits, it listens to the wire
to see if there is currently any traffic being transmitted. If no traffic is detected, the
networked device transmits its data. However, what if two devices simultaneously
had data to send? If they both listen to the wire at the same time, they could simul-
taneously, and erroneously, conclude that it is safe to send their data. However,
when both devices simultaneously send their data, a collision occurs. A collision, as
depicted in Figure 4-5, results in data corruption.
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Figure 4-5 Collision on an Ethernet Segment

Fortunately, Ethernet was designed with a mechanism to detect collisions and allow
the devices whose transmissions collided to retransmit their data at different times.
Specifically, after the devices notice that a collision occurred, they independently set
a random back-off timer. Each device waits for this random amount of time to elapse
before again trying to transmit. Here is the logic: Because each device certainly
picked a different amount of time to back off from transmitting, their transmissions
should not collide the next time these devices transmit, as illustrated in Figure 4-6.

3
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off timer of off timer of
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Figure 4-6 Recovering from a Collision with Random Back-off Timers

The procedure used by Ethernet to decide whether it is safe to transmit, detect
collisions, and retransmit if necessary is called carrier-sense multiple access/collision

detection (CSMA/CD).
Let’s break down CSMA/CD into its constituent components:
Topic

m Carrier sense: A device attached to an Ethernet network can listen to the
wire, prior to transmitting, to make sure that a frame is not being transmitted
on the network segment.
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m Multiple access: Unlike a deterministic method of network access (for exam-
ple, the method used by Token Ring), all Ethernet devices simultaneously
have access to an Ethernet segment.

= Collision detection: If a collision occurs (perhaps because two devices were
simultaneously listening to the network and simultaneously concluded that it
was safe to send), Ethernet devices can detect that collision and set random
back-off timers. After each device’s random timer expires, it again tries to
transmit its data.

Even with Ethernet’s CSMA/CD feature, Ethernet segments still suffer from scal-
ability limitations. Specifically, the likelihood of collisions increases as the number
of devices on a shared Ethernet segment increases.

An alternate approach is CSMA/CA. Here, CA refers to using collision avoidance.
This technology is common in wireless networks and was made famous by Token
Ring in early LANS.

Regarding wired Ethernet, devices on a shared Ethernet segment belong to the
same collision domain. One example of a shared Ethernet segment is a I0BASES or
10BASE2 network with multiple devices attaching to the same cable. On that cable,
only one device can send at any one time. Therefore, all devices attached to the
thicknet or thinnet cable are in the same collision domain.

Similarly, devices connected to an Ethernet hub are, as shown in Figure 4-7, in the
same collision domain. As described in Chapter 3, a hub is a Layer 1 device and does
not make forwarding decisions. Instead, a hub takes bits in on one port and sends
them out all the other hub ports except the one on which the bits were received.

Ethernet
Hub

One Collision Domain

Figure 4-7 Shared Ethernet Hub: One Collision Domain
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Ethernet switches, as in Figure 4-8, dramatically increase the scalability of Ethernet
networks by creating multiple collision domains. In fact, every port on an Ethernet
switch is in its own collision domain.

B

Layer 2 Switch

-~

Four Collision Domains

Figure 4-8 Ethernet Switch: One Collision Domain per Port

A less-obvious but powerful benefit also goes with Ethernet switches. Because a
switch port is connecting to a single device, there is no chance of having a collision.
With no chance of collision, collision detection is no longer needed. With collision
detection disabled, network devices can run in full-duplex mode rather than balf-

duplex mode. In full-duplex mode, a device can simultaneously send and receive at
the same time.

When multiple devices are connected to the same shared Ethernet segment such as
a Layer 1 hub, CSMA/CD must be enabled. As a result, the network must work in
half-duplex mode, which means that only a single networked device can transmit or
receive at any one time. In half-duplex mode, a networked device cannot simultane-
ously send and receive, which is an inefficient use of a network’s bandwidth.

Distance and Speed Limitations

T'o understand the bandwidth available on networks, you need to define a few terms.
You should already know that a it refers to one of two values. These values are rep-
resented using binary math, which uses only the numbers 0 and 1. On a cable such
as twisted-pair cable, a bit could be represented by the absence or presence of volt-

age. Fiber-optic cables, however, might represent a bit with the absence or presence
of light.

The bandwidth of a network is measured in terms of how many bits the network
can transmit during a I-second period of time. For example, if a network has the
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capacity to send 10,000,000 (that is, 10 million) bits in a 1-second period of time,
the bandwidth capacity is said to be 10 megabits (that is, millions of bits) per second
(or Mbps). Table 4-1 defines common bandwidths supported on distinct types of
Ethernet networks.

Key Table 4-1 Ethernet Bandwidth Capacities
Topic

Ethernet Type Bandwidth Capacity

Standard Ethernet 10Mbps: 10 million bits per second (that is, 10 megabits per second)
Fast Ethernet 100Mbps: 100 million bits per second (that is, 100 megabits per second)
Gigabit Ethernet 1Gbps: 1 billion bits per second (that is, 1 gigabit per second)

10-Gigabit Ethernet ~ 10Gbps: 10 billion bits per second (that is, 10 gigabits per second)

100-Gigabit Ethernet  100Gbps: 100 billion bits per second (that is, 100 gigabits per second)

The type of cabling used in your Ethernet network influences the bandwidth capac-
ity and the distance limitation of your network. For example, fiber-optic cabling
often has a higher bandwidth capacity and a longer distance limitation than twisted-
pair cabling.

Recall from Chapter 3 the contrast of single-mode fiber (SMF) to multimode fiber
(MMF). Because of the issue of multimode delay distortion, SMF usually has a lon-
ger distance limitation than MMF.

When you want to uplink one Ethernet switch to another, you might need different
connectors (for example, MME, SME, or UTP) for different installations. Fortunately,
some Ethernet switches have one or more empty slots in which you can insert a giga-
bit interface converter (GBIC). GBICs are interfaces that have a bandwidth capacity
of 1Gbps and are available with MME, SME, and UTP connectors. This allows you to
have flexibility in the uplink technology you use in an Ethernet switch.

The various interface converters are commonly called transceivers. Two common
characteristics of fiber optic transceivers are that they are bidirectional and (full)
duplex. This means they can send data in both directions (bidirectional), and that
they can do so simultaneously (full duplex).

NOTE A smaller variant of a regular GBIC is the small form-factor pluggable
(SFP), which is sometimes called a #:ni-GBIC. Variations of the SFP include SFP+
and QSFP.

Although not comprehensive, Table 4-2 offers a listing of multiple Ethernet stan-
dards, along with their media type, bandwidth capacity, and distance limitation.
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Table 4-2 Types of Ethemnet

Ethernet Standard Media Type Bandwidth Capacity Distance Limitation
10BASES Coax (thicknet) 10Mbps 500 m
10BASE2 Coax (thinnet) 10Mbps 185 m
10BASE-T Cat 3 (or higher) UTP  10Mbps 100 m
100BASE-TX Cat 5 (or higher) UTP  100Mbps 100 m
100BASE-FX MMF 100Mbps 2 km
1000BASE-T Cat 5Se (or higher) UTP  1Gbps 100 m
1000BASE-TX Cat 6 (or higher) UTP  1Gbps 100 m
1000BASE-LX MMF 1Gbps 5 km
1000BASE-SX SMF 1Gbps 5 km
1000BASE-LH SMF 1Gbps 10 km
1000BASE-ZX SMF 1Gbps 70 km
10GBASE-SR MMF 10Gbps 26m—400 m
10GBASE-LR SMF 10Gbps 10-25 km
10GBASE-ER SMF 10Gbps 40 km
10GBASE-SW MMF 10Gbps 300 m
10GBASE-LW SMF 10Gbps 10 km
10GBASE-EW SMF 10Gbps 40 km
10GBASE-T Cat 6a or Cat 7 10Gbps 100 m
100GBASE-SR10  MMF 100Gbps 125 m
100GBASE-LR4 SMF 100Gbps 10 km
100GBASE-ER4 SMF 100Gbps 40 km

NOTE Two often-confused terms are 100BASE-T and 100BASE-TX. 100BASE-T
itself is not a specific standard. Rather, 100BASE-T is a category of standards and
includes 100BASE-T2 (which uses two pairs of wires in a Cat 3 cable), I00BASE-T4
(which uses four pairs of wires in a Cat 3 cable), and 100BASE-TX. 100BASE-T2
and 100BASE-T4 were early implementations of 100Mbps Ethernet and are no lon-
ger used. Therefore, you can generally use the terms 100BASE-T and 100BASE-TX
interchangeably.

Similarly, the term 1000BASE-X is not a specific standard. Rather, 1000BASE-X re-
fers to all Ethernet technologies that transmit data at a rate of 1Gbps over fiber-optic
cabling. Additional and creative ways of using Ethernet technology include IEEE
1901-2013, which could be used for Ethernet over HDMI cables and Ethernet over
existing power lines to avoid having to run a separate cabling just for networking.
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Ethernet Switch Features

Chapter 3 delved into the operation of Layer 2 Ethernet switches (which we generi-
cally refer to as switches). You read an explanation of how a switch learns which
Media Access Control (MAC) addresses live off of which ports and an explanation of
how a switch makes forwarding decisions based on destination MAC addresses.

Beyond basic frame forwarding, however, many Layer 2 Ethernet switches offer a
variety of other features to enhance such things as network performance, redun-
dancy, security, management, flexibility, and scalability. Although the specific
features offered by a switch vary, this section introduces you to some of the more
common features found on switches.

Virtual LANs

In a basic switch configuration, all ports on a switch belong to the same broadcast
domain, as explained in Chapter 3. In such an arrangement, a broadcast received on
one port gets forwarded out all other ports.

Also, from a Layer 3 perspective, all devices connected in a broadcast domain have
the same nerwork address. Chapter 5, “IPv4 and IPv6 Addresses,” gets into the binary
math behind the scenes of how networked devices can be assigned an IP address
(that is, a logical Layer 3 address). A portion of that address is the address of the net-
work to which that device is attached. The remaining portion of that address is the
address of the device itself. Devices that have the same network address belong to
the same network, or subnet.

Imagine that you decide to place PCs from different departments within a company
into their own subnet. One reason you might want to do this is for security pur-
poses. For example, by having the Accounting department in a separate subnet (that
is, a separate broadcast domain) than the Sales department, devices in one subnet
will not see the broadcasts being sent on the other subnet.

A design challenge might be that PCs belonging to these departments are scat-
tered across multiple floors in a building. Consider Figure 4-9 as an example. The
Accounting and Sales departments each have a PC on both floors of a building.
Because the wiring for each floor runs back to a wiring closet on that floor, to sup-
port these two subnets using a switch’s default configuration, you would have to
install two switches on each floor. For traffic to travel from one subnet to another
subnet, that traffic has to be routed, meaning that a device such as a multilayer
switch or a router forwards traffic based on a packet’s destination network addresses.
So, in this example, the Accounting switches are interconnected and then connect to
a router, and the Sales switches are connected similarly.
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g Floor 1

Acct. Sales

Figure 4-9 Example: All Ports on a Switch Belonging to the Same Subnet

The design presented lacks efficiency, in that you have to install at least one switch
per subnet. A more efficient design would be to logically separate a switch’s ports
into different broadcast domains. Then, in the example, an Accounting department
PC and a Sales department PC could connect to the same switch, even though
those PCs belong to different subnets. Fortunately, virrual LANs (VLANs) make
this possible.

With VLANSE, as illustrated in Figure 4-10, a switch can have its ports logically
divided into more than one broadcast domain (that is, more than one subnet or
VLAN). Then, devices that need to connect to those VLANSs can connect to the
same physical switch, yet logically be separate from one another.

g Floor 2
g Floor 1

Acct. Sales

Figure 4-10 Example: Ports on a Switch Belonging to Different VLANs

One challenge with VLAN configuration in large environments is the need to
configure identical VLAN information on all switches. Manually performing this
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configuration is time consuming and error prone. However, switches from Cisco
Systems support VLAN Trunking Protocol (VTP), which allows a VLAN created
on one switch to be propagated to other switches in a group of switches (that is, a
VTP domain). VTP information is carried over a trunk connection, which is dis-
cussed next.

Switch Configuration for an Access Port

Configurations used on a switch port may vary, based on the manufacturer of the
switch. Example 4-1 shows a sample configuration on an access port (no trunking)
on a Cisco Catalyst switch. Lines with a leading ! are being used to document the
next line(s) of the configuration.

Example 4-1 Switch Access Port Configuration

! Move into configuration mode for interface gig 0/21
SW1 (config)# interface GigabitEthernet0/21

! Add a text description of what the port is used for

SW1 (config-if)# description Access port in Sales VLAN 21

! Define the port as an access port, and not a trunk port

SW1 (config-if)# switchport mode access

! Assign the port to VLAN 21

SW1 (config-if)# switchport access vlan 21

! Enable port security
SW1 (config-if)# switchport port-security

! Control the number of MAC addresses the switch may learn
! from device(s) connected to this switch port

SW1 (config-if)# switchport port-security maximum 5

! Restrict any frames from MAC addresses above the 5 allowed

SW1 (config-if)# switchport port-security violation restrict

! Set the speed to 1,000 Mbps (1 Gigabit per second)
SW1 (config-if)# speed 1000

! Set the duplex to full
SW1(config-if)# duplex full
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! Configure the port to begin forwarding without waiting the
! standard amount of time normally set by Spanning Tree Protocol

SW1 (config-if)# spanning-tree portfast

Trunks

One challenge with carving a switch up into multiple VLANSs is that several switch
ports (that is, one port per VLAN) could be consumed connecting a switch to a
switch, or a switch to a router. A more efficient approach is to allow traffic for mul-

tiple VLAN:S to travel over a single connection, as shown in Figure 4-11. This type
of connection is called a trunk.

—

¢ ] Floor 2
X
C
>
=
D D Floor 1
< = =
c
>
=
= Acct. Sales

=
Figure 4-11 Example: Trunking Between Switches

The most popular trunking standard today is IEEE 802.1Q), which is often referred
to as dotlq. One of the VLANS traveling over an 802.1Q trunk is called a native
VLAN. Frames belonging to the native VLAN are sent unaltered over the trunk

(untagged/no tag). However, to distinguish other VLANSs from one another, the
remaining VLANSs are tagged.

Specifically, a nonnative VLAN has four tag bytes (where a byze is a collection of 8

bits) added to the Ethernet frame (tagged frame). Figure 4-12 shows the format of
an IEEE 802.1Q header with these 4 bytes.

Key Start-of- P Tag Tag
Topic Preamble| Frame DESTENeN | SalED Protocol Control | Type CRC/FCS
o Address Address o " Data
7 Bytes | Delimiter 6 Bytes 6 Bytes Identifier Identifier |2 Bytes 4 Bytes
1 Byte vt Y 2 Bytes 2 Bytes

\ J
Y

4 Bytes Added by IEEE 802.1Q
Figure 4-12 |EEE 8021Q Header
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One of these bytes contains a VLAN field. That field indicates to which VLAN a
frame belongs. The devices (for example, a switch, a multilayer switch, or a router)
at each end of a trunk interrogate that field to determine to which VLAN an incom-
ing frame is associated. As you can see by comparing Figures 4-9, 4-10, and 4-11,
VLAN and trunking features allow switch ports to be used far more efficiently than
merely relying on a default switch configuration.

Switch Configuration for a Trunk Port

Example 4-2 shows a sample configuration on a trunk port on a Cisco Catalyst
switch. Again, lines with a leading ! are being used to document the next line(s) of
the configuration.

Example 4-2 Sample Trunk Port Configuration

| Go to interface config mode for interface Gig 0/22
SW1 (config)# interface GigabitEthernet0/22

! Add a text description

SW1 (config-if)# description Trunk to another switch

! Specify that this is a trunk port
SW1 (config-if)# switchport mode trunk

! Specify the trunking protocol to use

SW1 (config-if)# switchport trunk encapsulation dotlg

! Specify the native VLAN to use for un-tagged frames

SW1 (config-if)# switchport trunk native vlan 5

! Specify which VLANs are allowed to go on the trunk
SW1 (config-if)# switchport trunk allowed vlan 1-50

Spanning Tree Protocol

Administrators of corporate telephone networks often boast about their telephone
system—that is, a private branch exchange (PBX) system—having the five nines of
availability. If a system has five nines of availability, it is up and functioning 99.999
percent of the time, which translates to only about 5 minutes of downtime per year.

Traditionally, corporate data networks struggled to compete with corporate voice
networks, in terms of availability. Today, however, many networks that traditionally
carried only data now carry voice, video, and data. Therefore, availability becomes
an even more important design consideration.
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To improve network availability at Layer 2, many networks have redundant links
between switches. However, unlike Layer 3 packets, Layer 2 frames lack a Time-
to-Live (T'TL) field. As a result, a Layer 2 frame can circulate endlessly through a
looped Layer 2 topology. Fortunately, IEEE 802.1D Spanning Tree Protocol (STP)
allows a network to physically have Layer 2 loops while strategically blocking data
from flowing over one or more switch ports to prevent the looping of traffic.

In the absence of STP, if we have parallel paths, two significant symptoms include
corruption of a switch’s MAC address table and broadcast storms, where frames
loop over and over throughout our switched network. An enhancement to the origi-
nal STP protocol is 802. 1w, which is also called Rapid Spanning Tree because it does
a quicker job of adjusting to network conditions, such as the addition to or removal
of Layer 2 links in the network.

Shortest Path Bridging (IEEE 802.1aq/SPB) is a protocol that is more scalable in
larger environments (hundreds of switches interconnected) compared to STP.

Corruption of a Switch’s MAC Address Table

As described in Chapter 3, a switch’s MAC address table can dynamically learn what
MAC addresses are available off its ports. However, in the case of an STP failure, a
switch’s MAC address table can become corrupted. To illustrate, consider Figure 4-13.

PC1

Switch A’s MAC Address Table MAC Address:
AAAA.AAAA.AAAA

Port MAC esses
Gig 0/1 | AAAA. AAAA D

Gig 0/2 | AAAA.AAAA.AAAA

Segment A
v | Gigor Gigor | ¥
(Aiig 0/2 Gig 0/2I T
_ I
Segment B
2R
D Switch B’s MAC Address Table
Port MAC esses

= P ET IO

PC2 -
Duplicate Frames Gig 0/2 | AAAA.AAAA.AAAA

Received

Figure 4-13 MAC Address Table Corruption
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PC1 is transmitting traffic to PC2. When the frame sent from PC1 is transmitted
on segment A, the frame is seen on the Gig 0/1 ports of switches SW1 and SW2,
causing both switches to add an entry to their MAC address tables associating a
MAC address of AAAA. AAAA . AAAA with port Gig 0/1. Because STP is not func-
tioning, both switches then forward the frame out on segment B. As a result, PC2
receives two copies of the frame. Also, switch SW1 sees the frame forwarded out of
switch SW2’s Gig 0/2 port. Because the frame has a source MAC address of AAAA.
AAAA AAAA, switch SW1 incorrectly updates its MAC address table, indicating
that a MAC address of AAAA.AAAA AAAA resides off of port Gig 0/2. Similarly,
switch SW2 sees the frame forwarded on to segment B by switch SW1 on its Gig
0/2 port. Therefore, switch SW2 also incorrectly updates its MAC address table.

Broadcast Storms

As previously mentioned, when a switch receives a broadcast frame (that is, a frame
destined for a MAC address of FFFF.FFFF.FFFF), the switch floods the frame out
of all switch ports, other than the port on which the frame was received. Because

a Layer 2 frame does not have a T'TL field, a broadcast frame endlessly circulates
through the Layer 2 topology, consuming resources on both switches and attached
devices (for example, user PCs).

Figure 4-14 and the following list illustrate how a broadcast storm can form in a
Layer 2 topology when STP is not functioning correctly:

PC1

Broadcast frame destined I__E

for FFFF.FFFF.FFFF A
(3) Segment A
Gig 0/1 v v ¥ Gig 01
%) (iig 02 @) | Gig 0/2
| |
Segment B
2R

Figure 4-14 Broadcast Storm
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1. PCI sends a broadcast frame on to segment A, and the frame enters each
switch on port Gig 0/1.

2. Both switches flood a copy of the broadcast frame out of their Gig 0/2 ports
(that is, on to segment B), causing PC2 to receive two copies of the broadcast
frame.

3. Both switches receive a copy of the broadcast frame on their Gig 0/2 ports
(that is, from segment B) and flood the frame out of their Gig 0/1 ports (that
is, on to segment A), causing PC1 to receive two copies of the broadcast frame.

"This behavior continues as the broadcast frame copies continue to loop through the
network. The performance of PC1 and PC2 is affected because they also continue
to receive copies of the broadcast frame.

STP Operation

Key STP prevents Layer 2 loops from occurring in a network because such an occur-
Topic rence might result in a broadcast storm or corruption of a switch’s MAC address
table. Switches in an STP topology are classified as one of the following:

® Root bridge: A switch elected to act as a reference point for a spanning tree.
The switch with the lowest bridge ID (BID) is elected as the root bridge. The
BID is made up of a priority value and a MAC address.

= Nonroot bridge: All other switches in the STP topology are nonroot bridges.

Figure 4-15 illustrates the root bridge election in a network. Notice that because the
bridge priorities are both 32768, the switch with the lowest MAC address (that is,
SW1) is elected as the root bridge.

Network Segment 1 (Fast Ethernet)

MAC Address: MAC Address:
AAAA.AAAA.AAAA BBBB.BBBB.BBBB
Priority: 32768 Priority: 32768

Root Non-Root

Network Segment 2 (Fast Ethernet)

Figure 4-15 Root Bridge Election

Ports that interconnect switches in an STP topology are categorized as one of the

port types described in Table 4-3.
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Key Table 4-3 STP Port Types
Topic —
Port Type Description

Root port Every nonroot bridge has a single root port, which is the port on
that switch that is closest to the root bridge in terms of cost.

Designated port Every network segment has a single designated port, which is the
port on that segment that is closest to the root bridge in terms of
cost. Therefore, all ports on a root bridge are designated ports.

Nondesignated port Nondesignated ports block traffic to create a loop-free topology.

Figure 4-16 illustrates these port types. Notice the root port for switch SW2 is
selected based on the lowest port ID because the costs of both links are equal. Spe-
cifically, each link has a cost of 19, because both links are Fast Ethernet links.

Network Segment 1 (Fast Ethernet: Cost=19)

Designated Port Root Port
Root Bridge E E Non Root Bridge
Designated Port Non Designated Port

Network Segment 2 (Fast Ethernet: Cost=19)

Figure 4-16 Identifying STP Port Roles

Figure 4-17 shows a similar topology to Figure 4-16. In Figure 4-17, however, the
top link is running at a speed of 10Mbps, whereas the bottom link is running at a
speed of 100Mbps. Because switch SW2 seeks to get back to the root bridge (that
is, switch SW1) with the least cost, port Gig 0/2 on switch SW2 is selected as the

root port.
Network Segment 1 (10 Mbps Ethernet: Cost = 100)
Designated Port Non Designated Port
Gig 0/1 Gig 0/1

Root Non Root
Gig 0/2 Gig 0/2
Designated Port Root Port

Network Segment 2 (Fast Ethernet: Cost = 19)

Figure 4-17 STP with Different Port Costs
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Specifically, port Gig 0/1 has a cost of 100, and Gig 0/2 has a cost of 19. Table 4-4
shows the port costs for various link speeds.

Key_ Table 4-4 STP Port Cost
Topic

Link Speed STP Port Cost
10Mbps (Ethernet) 100

100Mbps (Fast Ethernet) 19

1Gbps (Gigabit Ethernet) 4

10Gbps (10-Gigabit Ethernet) 2

NOTE A new standard for STP port costs, called long STP, will be increasingly
adopted over the coming years because of link speeds exceeding 10Gbps. Long STP
values range from 2,000,000 for 10Mbps Ethernet to as little as 2 for 10Tbps (that is,
10 trillion [tera] bits per second).

Nondesignated ports do not forward traffic during normal operation but do receive
bridge protocol data units (BPDUs). Switches exchange STP information in the
form of BPDUs. These contain useful information for STP elections, path cost cal-
culation, link suppression, and loop detection. If a link in the topology goes down,
the nondesignated port detects the link failure and determines whether it needs to
transition to the forwarding state.

Key If a nondesignated port needs to transition to the forwarding state, it does not do so
Topic immediately. Rather, it transitions through the following states:

m Blocking: The port remains in the blocking state for 20 seconds by default.
During this time, the nondesignated port evaluates BPDUs in an attempt to
determine its role in the spanning tree.

m Listening: The port moves from the blocking state to the listening state and
remains in this state for 15 seconds by default. During this time, the port
sources BPDUs, which inform adjacent switches of the port’s intent to forward
data.

m Learning: The port moves from the listening state to the learning state and
remains in this state for 15 seconds by default. During this time, the port
begins to add entries to its MAC address table.

m Forwarding: The port moves from the learning state to the forwarding state
and begins to forward frames.
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Link Aggregation

If all ports on a switch are operating at the same speed (for example, 1Gbps), the
most likely ports to experience congestion are ports connecting to another switch

or router. For example, imagine a wiring closet switch connected (via Fast Ethernet
ports) to multiple PCs. That wiring closet switch has an uplink to the main switch
for a building. Because this uplink port aggregates multiple 100Mbps connections
and the uplink port is also operating at 100Mbps, it can quickly become congested if
multiple PCs are transmitting traffic that needs to be sent over that uplink, as shown
in Figure 4-18.

ongestion

100 Mbps Uplink

Figure 4-18 Uplink Congestion

To help alleviate congested links between switches, you can (on some switch mod-
els) logically combine multiple physical connections into a single logical connection,
over which traffic can be sent. This feature, as illustrated in Figure 4-19, is called

link aggregation.
Gig 0/1-4 Gig 0/1-4
SWi1 — SW2

Figure 4-19 Link Aggregation

Although vendor-proprietary solutions for link aggregation have existed for some
time, a couple of common issues existed with some solutions:

m Each link in the logical bundle was a potential single point of failure.

m Fach end of the logical bundle had to be manually configured.
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In 2000, the IEEE ratified the 802.3ad standard for link aggregation. The IEEE
802.3ad standard supports Link Aggregation Control Protocol (LACP). Unlike
some of the older vendor proprietary solutions, LACP supports automatic con-
figuration and prevents an individual link from becoming a single point of failure.
Specifically, with LACP, if a link fails, that link’s traffic is forwarded over a different
link. Groups of interfaces that make up an EtherChannel bundle are often referred
to as a link aggregation group (LAG). Cisco Systems implementation is referred to as
EtherChannel, and the terms LACP and EtherChannel are both commonly used. An
EtherChannel group could be configured to act as a Layer 2 access port, and only
support a single VLAN; or it could be configured to act as a Layer 2 802.1Q trunk
to support multiple VLANs of the LAG. LAGs could also be configured as a Layer
3 routed interface if the switch supports that feature. In the case of a Layer 3 Ether-
Channel, an IP address would be applied to the logical interface that represents the
LAG. Another term related to LACP and LAGs is port bonding, which also refers

to the same concept of grouping multiple ports and using them as a single logical
interface.

LACP Configuration

Example 4-3 shows a sample configuration of LACP on a Cisco switch. Comment
lines are preceded by an exclamation mark (!).

Example 4-3 LACP Configuration

! Move to interface that will be part of the LACP group
SW1 (config)# interface GigabitEthernet0/16

! Assign this interface to the LACP group 1

SW1 (config-if)# channel-group 1 mode active

! Move to the other interface(s) that will be part of
! the same group
SW1 (config-if)# interface GigabitEthernet0/17

SW1 (config-if)# channel-group 1 mode active

! Configure the group of interfaces as a logical group
! Configuration here will also apply the individual
! interfaces that are part of the group

SW1 (config-if)# interface Port-channel 1

! Apply the configuration desired for the group

! LACP groups can be access or trunk ports depending

From the Library of Frank Jefferson



138 CompTIA Network+ N10-007 Cert Guide

! on how the configuration of the logical port-channel interface
! In this example the LAG will be acting as a trunk

SW1 (config-if)# switchport mode trunk

SW1 (config-if)# switchport trunk encapsulation dotlg

Power over Ethernet

Some switches not only transmit data over a connected UTP cable, but they use that
cable to provide power to an attached device. For example, imagine that you want

to mount a wireless access point (AP) on the ceiling. Although no electrical outlet is
available near the AP’s location, you can, as an example, run a Cat 5 UTP plenum
cable above the drop ceiling and connect it to the AP. Some APs allow the switch

at the other end of the UTP cable to provide power over the same wires that carry
data. Examples of other devices that might benefit by receiving power from an Eth-
ernet switch include security cameras and IP phones.

The switch feature that gives power to attached devices is called Power over Ethernet
(PoE), and it is defined by the IEEE 802.3af standard. As shown in Figure 4-20,

the PoE feature of a switch checks for 25k ohms (25,000 ohms) of resistance in the
attached device. To check the resistance, the switch applies as much as 10V of direct
current (DC) across specific pairs of wires (that is, pins 1 and 2 combine to form one
side of the circuit, and pins 3 and 6 combine to form the other side of the circuit)
connecting back to the attached device and checks to see how much current flows
over those wires. For example, if the switch applied 10V DC across those wires and
noticed 0.4 mA (milliamps) of current, the switch concludes the attached device

had 25k ohms of resistance across those wires (based on the formula E = IR, where
E represents voltage, I represents current, and R represents resistance). The switch
could then apply power across those wires.

Switch applies 2.8 — 10 V DC to two

1Kgyic pairs of leads to detect a 25K Ohm
P resistor in the attached device
Pin 3 and 6
s = =
Switch with RJ-45 Pintand2 "0} 45
PoE Support Connector Connector

Figure 4-20 PoE

The next thing the switch must determine is how much power the attached device
needs. The switch makes this determination by applying 15.5 V-20.5V DC (mak-
ing sure that the current never exceeds 100 mA) to the attached device, for a brief
period of time (less than one-tenth of a second). The amount of current flowing to
the attached device tells the switch the power class of the attached device. The switch
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then knows how much power should be made available on the port connecting to
the device requiring power, and it begins supplying an appropriate amount of volt-
age (in the range 44V-57V) to the attached device.

The IEEE 802.3af standard can supply a maximum of 15.4W (watts) of power.
However, a more recent standard, IEEE 802.3at, offers as much as 32.4W of power,
enabling PoE to support a wider range of devices.

Port Monitoring

For troubleshooting purposes, you might want to analyze packets flowing over the
network. To capture packets (that is, store a copy of packets on a local hard drive)
for analysis, you could attach a nerwork sniffer to a hub. Because a hub sends bits
received on one port out all other ports, the attached network sniffer sees all traffic
entering the hub.

Although several standalone network sniffers are on the market, a low-cost way to
perform packet capture and analysis is to use software such as Wireshark (www.
wireshark.org), as shown in Figure 4-21.

18 Caprimeg toom et 1258602 Gigot Nework Connecton - Wirshark | = T [ i
Fle Bd% Yiew Go Capiore fewle Satetcs Telwphony Took ne\-
Eeaee BEEXDS e F; IIIQ QQoUpb $BnRE B

Fiter: = Expressions., Chewr Apply
Ho. Time Source Destintion Protocol_iefo
27913752604 209,235 8,62 192.168.1. 50 HFIP  continuation or non-HTTE traffic
280 13, 798388 209.235.8.46 1921681050 T e RS N (gmm.u
28213, 6774 192.168,1, 50 209,235, 8,62 TCR 39569 > HHD [AcK] Seq=50 lﬂl:-?.l'M ﬁMSiN Len=0
283 13, 997803 192.168,1.50 209.235, 8,46 TP 39530 > hrap [ACk] Seq=776 ACk=222 Win=16384 Len=0
284 14001086 209.235. 662 192,168, 1. 50 HTTR continuation or non-WrTe traffic
285 14, 210800 192.168,1.50 209.235.8.62 TR 39569 » http [ACK] Seqe=50 Ack=79483 Win=-64911 Len=0
286 14, J1I48G 209.235.8.02 192,168,130 HTTP  Continuation or non-HTTR traffic
287 14, 12481 209,235, 8. 62 192.168.1, 50 HTTP  Continuation or non-WTTR traffic
288 14, 312549 192.168,1,50 209.235.8,62 TP 19560 = hrup [Ack] Seq=50 MH-ﬂODl] Wine=65520 Lens=0
289 14343333 20N 2I5/B.67 182,166.1.50 HTTR  continuation ‘or non-wrTe Traffd
290 14, 511839 192.168:1.50 209.235.8.62 TCF 305600 hrop [ACK] s-q-!u a\ck-a?za! Win=65520 Lan=0
201 14.575368 209.235.8.62 192.168.1. 50 HTTP  Continuation or non-
292 14.737021 192.168.1.50 65, 55,202,197 S5L Continuation Data

293 14, 774824 192.168.1,50 209.235.8.62 TR 39569 > hurp [Ack] Seqe50 Ack=8260% wine63114 Lens0

4 Frame 1: 54 byres on wire (432 bits), 54 byres captured (432 bits)

# Ethernet II, Src: HewlettP_ee:dc:Oe (DO:24:81:ee:4c:Oe), Ost: Apple_c9:39:fe (00:1F:f3:c9:39:Fe)

% Internet Protocol, Src: 192.168.1.50 (192,165.1.50), Dst: 209.235.8.46 (209.215.8.46

# Transmissfon Control Protocol, Src Port: F9549 (39549), ost Port: hep (80), Seq! 1, Ack: 1, Len: O

0ODO D0 1F £3 c9 30 fe 00 24 Bl ee 4c De 08 0D 45 00

0010 00 28 7 aszaowsonﬁ ed 50 c0 a8 01 32 di eb

0020 o e %a 7d 00 30 55 6b 59 #a e6 24 dO b2 30 10
37 d4 Oe OO

0030

@] InteliR) 325660M-2 Gog Conrec_ | Packets: 293 Displayed Profie: Defout

Figure 4-21 Example: Wireshark Packet-Capture Software

A challenge arises, however, if you connect your network sniffer (for example, a
laptop running the Wireshark software) to a switch port rather than a hub port.
Because a switch, by design, forwards frames out ports containing the frames’ des-
tination addresses, a network sniffer attached to one port would not see traffic des-
tined for a device connected to a different port.
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Consider Figure 4-22. Traffic enters a switch on port 1 and, based on the destina-
tion MAC addresses, exits via port 2. However, a network sniffer is connected to
port 3 and is unable to see (and therefore capture) the traffic flowing between ports
1 and 2.

Switch Port 1 ‘ l

(ingress port)

Switch Port 3

Switch Port 2

PC PC with Packet
Capture Software

Figure 4-22 Example: Network Sniffer Unable to Capture Traffic

Fortunately, some switches support a port mirroring teature, which makes a copy of
traffic seen on one port and sends that duplicated traffic out another port (to which
a network sniffer could be attached). As shown in Figure 4-23, the switch is config-
ured to mirror traffic on port 2 to port 3. This allows a network sniffer to capture
the packets that need to be analyzed. Depending on the switch, locally captured traf-
fic could be forwarded to a remote destination for centralized analysis of that traffic.

&
Switch Port 1
(ingress port)

Switch Port 2 Switch Port 3

(mirrored port)
Copy of Original Frame

PC PC with Packet
Capture Software

Figure 4-23 Example: Network Sniffer with Port Mirroring Configured on the Switch
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Port Mirroring Configuration

Example 4-4 shows a sample configuration from a Cisco Catalyst switch that cap-
tures all the frames coming in on port Gig 0/1 and forwards them to port Gig 0/3.

Example 4-4 Port Mirroring Configuration

SW1 (config) # monitor session 1 source interface Gi0O/1

SW1 (config)# monitor session 1 destination interface Gi0/3

User Authentication

For security purposes, some switches require users to authenticate themselves (that is,
provide credentials, such as a username and password, to prove who they are) before

gaining access to the rest of the network. A standards-based method of enforcing
user authentication is IEEE 802.1X.

With 802.1X enabled, a switch requires a client to authenticate before communicat-
ing on the network. After the authentication occurs, a key is generated that is shared
between the client and the device to which it attaches (for example, a wireless LAN
controller or a Layer 2 switch). The key then encrypts traffic coming from and
being sent to the client.

In Figure 4-24, you see the three primary components of an 802.1X network, which
are described in the following list:

Ke

Layer 2 Switch
[ == |

802.1X Authentication

Key Management Key Distribution

Secured Data
Figure 4-24 8021X User Authentication
= Supplicant: The device that wants to gain access to the network.

m Authenticator: The authenticator forwards the supplicant’s authentication
request on to an authentication server. After the authentication server authen-
ticates the supplicant, the authenticator receives a key that is used to commu-
nicate securely during a session with the supplicant.

From the Library of Frank Jefferson



142  CompTIA Network+ N10-007 Cert Guide

m Authentication server: The authentication server (for example, a Remote
Authentication Dial In User Service [RADIUS] server) checks a supplicant’s
credentials. If the credentials are acceptable, the authentication server noti-
fies the authenticator that the supplicant is allowed to communicate on the
network. The authentication server also gives the authenticator a key that can
be used to securely transmit data during the authenticator’s session with the
supplicant.

An even more sophisticated approach to admission control is the Network Admis-
sion Control (NAC) feature offered by some authentication servers. Beyond just
checking credentials, NAC can check characteristics of the device seeking admission
to the network. The client’s operating system (OS) and version of antivirus software
are examples of these characteristics.

Management Access and Authentication

To configure a managed switch, you could use Secure Shell (SSH) or connect
directly to the console port of the switch. An unmanaged switch is one that does
not support the use of an IP address or a console port to connect to for manage-
ment purposes. When possible, using a separate network for management of a man-
aged switch is desired. This is referred to as ous-of-band (OOB) management when
the management traffic is kept on a separate network than the user traffic. To use
remote SSH access, SSH must be enabled on the switch and the switch must have
an IP address and default gateway configured so it can reply to the SSH requests
when the administrator using SSH is not on the same local network as the switch.
Example 4-5 shows a sample configuration for IP and management access on a
Cisco Catalyst switch.

Example 4-5 Management Access

! Move to the logical Layer 3 interface that will
! receive the management IP address for the switch

SW1 (config)# interface vlan 1

! Configure an IP address that is available for the

! switch to use

SW1 (config-if)# ip address 172.16.55.123 255.255.255.0
SW1 (config-1if)# exit

! Configure a domain name, required for creating the

! keys used for SSH cryptography

SW1 (config)# ip domain-name pearson.com
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| Create the public/private key pair SSH can use
SW1 (config)# crypto key generate rsa modulus 1024

! Specify the version of SSH to allow

SW1 (config)# ip ssh version 2

! Create a user account on the local switch

SW1 (config)# username admin privilege 15 secret pearsOnROcks!

! Move to the logical VTY lines used for SSH access

SW1 (config)# line vty 0 15

! Allow only SSH on the logical range 16 VTY lines (0 - 15)
SW1 (config-line)# transport input ssh

! Require using an account from the local switch to log in
SW1 (config-line)# login local
SW1 (config-line)# exit

! Set the default gateway the switch can use when communicating

! over an SSH session with an administrator who is on a different
! network than the switch’s interface VLAN 1

SW1 (config)# ip default-gateway 172.16.55.1

! Move to the console port of the switch

SW1 (config)# line console 0

! Require authentication using the local switch before allowing
! access to the switch through the console port

SW1 (config-line)# login local

NOTE The virtual terminal (VTY) lines (lines 0-15 in the example) allow for 16
simultaneous connections to the switch by administrators. If more simultaneous
connections are required, additional virtual terminal lines could be configured on the
switch.

From the Library of Frank Jefferson



144 CompTIA Network+ N10-007 Cert Guide

First-Hop Redundancy

Many devices, such as PCs, are configured with a default gateway. The default gateway
parameter identifies the IP address of a next-hop router. As a result, if that router
were to become unavailable, devices that relied on the default gateway’s IP address
would be unable to send traffic off their local subnet, even if a backup router exists.

Fortunately, a variety of technologies are available for providing first-hop redun-
dancy. One such technology is Hot Standby Router Protocol (HSRP), which is a
Cisco proprietary protocol. HSRP can run on routers or multilayer switches.

HSRP uses virtual IP and virtual MAC addresses. One router, known as the active
router, services requests destined for the virtual IP and virtual MAC. Another router,
known as the standby router, can service such requests in the event the active router
becomes unavailable. Figure 4-25 illustrates a sample HSRP topology.

HSRP Group 10

Active Router Virtual Router Standby Router
‘ R‘ Virtual ‘ R‘
Fa 0/0 172.16.1.3 € 0/0
172.16.1.1 172.16.1.2

Workstation A
Next-Hop Gateway = 172.16.1.3

Figure 4-25 Sample HSRP Topology

Notice that router R1 is acting as the active router, and router R2 is acting as the
standby router. When workstation A sends traffic destined for a remote network,

it sends traffic to its default gateway of 172.16.1.3, which is the virtual IP address
shared by the HSRP routers. When router R1 is the active router, it assumes the
virtual IP and virtual MAC, and it forwards the traffic off the local network. How-
ever, if R2 notices that R1 has become unavailable (because hello messages are no
longer received from router R1), R2 transitions to the active router role and assumes
the virtual IP and virtual MAC. With default timer settings, the time required to

fail over to router R2 is approximately 10 seconds. However, timers can be adjusted
such that the failover time is as little as 1 second.

NOTE Cisco has another first-hop proprietary redundancy protocol named Gazeway
Load Balancing Protocol (GLBP). Whereas GLBP and HSRP are Cisco proprietary
solutions, Virtual Router Redundancy Protocol (VRRP) and Common Address
Redundancy Protocol (CARP) are open standard options for first-hop redundancy.
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Other Switch Features

Switch features, such as those previously described, vary widely by manufacturer,
and some switches offer a variety of security features. For example, MAC filter-

ing might be supported, which allows traffic to be permitted or denied based on a
device’s MAC address. Other types of traffic filtering might also be supported, based
on criteria such as IP address information (for multdlayer switches).

For monitoring and troubleshooting purposes, interface diagnostics might be accessi-
ble. This diagnostic information might contain information including various error
conditions—for example, late collisions or cyclic redundancy check (CRC) errors,
which might indicate a duplex mismatch.

Some switches also support quality of service (QoS) settings. QoS can forward traffic
based on the traffic’s priority markings. Also, some switches have the ability to per-
form marking and remarking of traffic priority values.

NOTE QoS technologies are covered in more detail in Chapter 9, “Network
Optimization.”

Real-World Case Study

Acme, Inc., has made some decisions regarding the setup of its LAN. For connec-
tions from the client machines to the switches in the wiring closets (IDF), it will

use unshielded twisted-pair Category 5 cabling with the switch ports configured as
access ports and set to 100Mbps to match the Fast Ethernet capabilities of the client
computers that will be connecting to the switch.

Multiple VLANS will be used. The computers that are being used by the Sales
department will be connected to ports on a switch that are configured as access ports
for the specific VLAN for Sales. Computers used by Human Resources will connect
to switch ports that are configured as access ports for the Human Resources VLAN.
There will be separate IP subnetworks associated with each of the VLAN:S.

To provide a fault-tolerant default gateway for the clients in each of the VLANS, a
first-hop redundancy protocol will be used, such as HSRP, GLBP, or VRRP.

The fiber connections that will go vertically through the building and connect the
switches in the IDFs to the MDF in the basement will be running at 1Gbps each,
and multiple fiber cables will be used. Link Aggregation Control Protocol will be
used for these vertical connections to make the multiple fiber links work together as
part of one logical EtherChannel interface. For the LACP connections between the
IDFs and MDF to support multiple VLANs, the LAG will be configured as a trunk
using 802.1Q tagging. Routing between the VLANS will be done by multilayer
switches that are located near the MDF.

From the Library of Frank Jefferson



146  CompTIA Network+ N10-007 Cert Guide

Spanning tree will be enabled on the switches so that in the event of parallel paths
between switches, a Layer 2 loop can be prevented.

T'o support IP-based telephones in the offices, the switches will also provide Power
over Ethernet, which can supply power to the IP phones over the Ethernet cables
that run between the switch in the IDF and the IP telephones.

If protocol analysis needs to be done, the switches that will be purchased need to
support port mirroring so that frames from one port can be captured and forwarded
to an alternate port for analysis.

To authenticate devices that are connecting to the switch ports, 802.1X can be used.
To authenticate administrators who are connecting to switches for management,
authentication can be forced at the logical VTY lines. SSH will be enabled and
enforced because it is a secure management protocol. The switches will be given
their own IP address, in addition to a default gateway to use so that they can be
remotely managed. Local user accounts will be created on the switches so that local
authentication can be implemented as each administrator connects either to the
console or via SSH.

Summary

Here are the main topics covered in this chapter:

m The origins of Ethernet, including a discussion of Ethernet’s CSMA/CD
features.

m A variety of Ethernet standards were contrasted in terms of media type,
network bandwidth, and distance limitation.

® Various features that might be available on modern Ethernet switches. These
teatures include VLANS, trunking, STP, link aggregation, PoE, port monitor-
ing, user authentication, and first-hop redundancy.

Exam Preparation Tasks

Review All the Key Topics

Review the most important topics from inside the chapter, noted with the Key
Topic icon in the outer margin of the page. Table 4-5 lists these key topics and the
page numbers where each is found.
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Key_ Table 4-5 Key Topics for Chapter 4
Topic

Key Topic Element  Description Page Number
List Components of CSMA/CD 121
Table 4-1 Ethernet bandwidth capacities 124
Table 4-2 Types of Ethernet 125
Figure 4-12 IEEE 802.1Q tag bytes 129
Step list Broadcast storm 132
List STP switch classification 133
Table 4-3 STP port types 134
Table 4-4 STP port cost 135
List STP port states 135
Figure 4-20 Power over Ethernet 138
Figure 4-23 Example: Network sniffer with port mirroring 140
configured on the switch
List IEEE 802.1X network components 141

Complete Tables and Lists from Memory

Print a copy of Appendix C, “Memory Tables,” or at least the section for this
chapter, and complete as many of the tables as possible from memory. Appendix D,
“Memory Tables Answer Key,” includes the completed tables and lists so you can
check your work.

Define Key Terms

Define the following key terms from this chapter, and check your answers in the
Glossary:

Ethernet, collision, carrier-sense multiple access/collision detection (CSMA/CD),
full-duplex, half-duplex, virtual LAN (VLAN), trunk, Spanning Tree Protocol
(STP), root port, designated port, nondesignated port, link aggregation, Power
over Ethernet (PoE), supplicant, authenticator, authentication server
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Additional Resources
Topology Change with STP: http://www.ajsnetworking.com/stp

Increasing Throughput with EtherChannel: https://youtu.be/
CTcToRNonB8

Review Questions

The answers to these review questions appear in Appendix A, “Answers to Review
Questions.”

1. Identify the distance limitation of a 1000BASE-T Ethernet network.
a. 100 m
b. 185 m
c. 500 m
d. 2km

2,  If two devices simultaneously transmit data on an Ethernet network and a col-
lision occurs, what does each station do in an attempt to resend the data and
avoid another collision?

a. Each device compares the other device’s priority value (determined by
IP address) with its own, and the device with the highest priority value
transmits first.

b. Each device waits for a clear-to-send (CT'S) signal from the switch.

c. Each device randomly picks a priority value, and the device with the
highest value transmits first.

d. Each device sets a random back-off timer, and the device will attempt
retransmission after the timer expires.

3.  What kind of media is used by 100GBASE-SR10 Ethernet?
a. UTP
b. MMF
c. STP
d. SMF
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Which of the following statements are true regarding VLANSs? (Choose two.)
a. A VLAN has a single broadcast domain.
b. For traffic to pass between two VLAN:Ss, that traffic must be routed.

c. Because of a switch’s MAC address table, traffic does not need to be
routed to pass between two VLAN:S.

d. A VLAN has a single collision domain.

What name is given to a VLAN on an IEEE 802.1Q trunk whose frames are
not tagged?

a. Native VLAN

b. Default VLAN

c. Management VLAN
d. VLANO

In a topology running STP, every network segment has a single
port, which is the port on that segment that is closest to the
root bridge in terms of cost.

a. Root
b. Designated
c. Nondesignated

d. Nonroot

What is the IEEE standard for link aggregation?
a. 802.1Q
b. 802.3ad

802.1d

d. 802.3af

o

What is the maximum amount of power a switch is allowed to provide per port
according to the IEEE 802.3af standard?

a. 7.7W
b. 15.4W
c. 264W
d. 324W
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9.  What switch feature allows you to connect a network sniffer to a switch port
and tells the switch to send a copy of frames seen on one port out the port to
which your network sniffer is connected?

a. Portinterception
b. Port duplexing
c. Port mirroring

d. Port redirect

10. Which IEEE 802.1X component checks the credentials of a device wanting to
gain access to the network?

a. Supplicant
b. Authentication server
c. Access point

d. Authenticator
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After completion of this chapter, you will be able to answer the following
questions:

m How are decimal numbers represented in binary format?

m What is the format of an IP Version 4 (IPv4) address, and what are the
distinctions between unicast, broadcast, and multicast addresses?

m Which options are available for assigning IP addresses to networked devices?

® Given a subnet design need (for example, a number of required subnets and
a number of required hosts per subnet), how do you decide the right subnet
mask for a network?

m What are the primary characteristics of IPv6?
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IPv4 and IPv6 Addresses

When two devices on a network want to communicate, they need logical
addresses (that is, Layer 3 addresses as described in Chapter 2, “The OSI Refer-
ence Model”). Most modern networks use Internet Protocol (IP) addressing,

as opposed to other Layer 3 addressing schemes, such as Apple’s AppleTalk

or Novell’s Internetwork Packet Exchange (IPX). Therefore, the focus of this
chapter is IP.

This chapter covers two versions of IP: IP Version 4 (IPv4) and IP Version 6
(IPv6). First, it discusses how IP concepts apply to IPv4. This discussion intro-
duces you to how the IP addresses are represented in binary notation. You
examine the structure of an IPv4 address and distinguish between different cat-
egories of IPv4 addresses.

Next, this chapter details various options for assigning IP addresses to end sta-
tions. Also, one of the benefits of IP addressing is that you have flexibility in
how you can take a network address and subdivide that address into multiple
subnets. This discussion of subnetting tends to get a bit mathematical. As a
result, multiple practice exercises are offered to help solidify these concepts in
your mind.

Although IPv4 is the most widely deployed Layer 3 addressing scheme in
today’s networks, its scalability limitation is causing available IPv4 addresses

to quickly become depleted. Fortunately, a newer version of IP, IP Version

6 (IPv6), is scalable beyond anything you will need in your lifetime. So, after
focusing on the foundation of IP addressing laid by IPv4, this chapter concludes
by introducing you to the fundamental characteristics of IPv6 addressing.
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Foundation Topics

Binary Numbering

Chapter 2 described how a network transmitted data as a series of binary 1s and Os.
Similarly, the IP addresses are represented as a series of binary digits (that is, bits).
IPv4 consists of 32 bits, and IPv6 has a whopping 128 bits.

Later in this chapter, you need to be able to convert between the decimal repre-
sentation of a number and that number’s binary equivalent. This skill is needed for
things such as subnet mask calculations. This section describes this mathematical
procedure and provides you with practice exercises.

Principles of Binary Numbering

You are accustomed to using Base-10 numbering on a day-to-day basis. In a Base-10
numbering system, there are ten digits, in the range of 0 through 9, at your disposal.
Binary numbering, however, uses a Base-2 numbering system, where there are only
two digits: zero (0) and one (1).

Because computer systems divide 32-bit IPv4 addresses into four 8-bit octets, this
discussion focuses on converting between 8-bit binary numbers and decimal num-
bers. To convert a binary number to decimal, you can create a table like Table 5-1.

Key_ Table 5-1 Binary Conversion Table
Topic
128 64 32 16 8 4 2 1

Note the structure of the table. There are eight columns, representing the 8 bits

in an octet. The column headings are the powers of 2 (the powers of 0-7), begin-
ning with the rightmost column. Specifically, 2 raised to the power of 0 (2%) is 1.

(In fact, any number raised to the 0 power is 1.) If you raise a 2 to the first power
(2", that equals 2. A 2 raised to the second power (that is, 2 * 2, or 2%) is 4. This
continues through 2 raised to the power of 7 (thatis, 2*2*2*2*2*2*2 or 27,
which equals 128. You can use this table for converting binary numbers to decimal
and decimal numbers to binary. The skill of binary-to-decimal and decimal-to-
binary conversion is critical for working with subnet masks, as discussed later in this
chapter.
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Converting a Binary Number to a Decimal Number

Key To convert a binary number to a decimal number, you populate the previously
Topic described binary table with the given binary digits. Then you add up the column
heading values for those columns containing a 1.

For example, consider Table 5-2. Only the 128, 16, 4, and 2 columns contain a 1,

and all the other columns contain a 0. If you add all the column headings containing
a | in their column (that s, 128 + 16 + 4 + 2), you get a result of 150. Therefore, you
can conclude that the binary number of 10010110 equates to a decimal value of 150.

Table 5-2 Binary Conversion Example 1

128 64 32 16 8 4 2 1
1 0 0 1 0 1 1 0

Converting a Decimal Number to a Binary Number

To convert numbers from decimal to binary, staring with the leftmost column, ask
the question, “Is this number equal to or greater than the column heading?” If the
answer to that question is no, place a 0 in that column and move to the next column.
If the answer is yes, place a 1 in that column and subtract the value of the column
heading from the number you are converting. When you then move to the next col-
umn (to your right), again ask yourself, “Is this number (which is the result of your
earlier subtraction) equal to or greater than the column heading?” This process con-
tinues (to the right) for all the remaining column headings.

For example, imagine that you want to convert the number 167 to binary. The fol-
lowing steps walk you through the process:

Step 1.  Ask the question, “Is 167 equal to or greater than 128?” Because the
answer is yes, you place a 1 in the 128 column, as shown in Table 5-3,
and subtract 128 from 167, which yields a result of 39.

Table 5-3 Binary Conversion Example 2: Step 1

128 64 32 16 8 4 2 1
1

Step 2. Now that you are done with the 128 column, move (to the right) to the
64 column. Ask the question, “Is 39 equal to or greater than 64?” Because
the answer is no, you place a 0 in the 64 column, as shown in Table 5-4,
and continue to the next column (the 32 column).
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Table 5-4 Binary Conversion Example 2: Step 2

128 64 32 16 8 4 2 1
1 0

Step 3.  Under the 32 column, ask the question, “Is 39 equal to or greater than
32?” Because the answer is yes, you place a 1 in the 32 column, as shown
in Table 5-5, and subtract 32 from 39, which yields a result of 7.

Table 5-5 Binary Conversion Example 2: Step 3

128 64 32 16 8 4 2 1
1 0 1

Step4. Now you are under the 16 column and ask, “Is 7 equal to or greater than
16?” Because the answer is no, you place a 0 in the 16 column, as shown
in Table 5-6, and move to the 8 column.

Table 5-6 Binary Conversion Example 2: Step 4

128 64 32 16 8 4 2 1
1 0 1 0

Step 5.  Similar to the 16 column, the number 7 is not equal to or greater than an
8. So, a 0 is placed in the 8 column, as shown in Table 5-7.

Table 5-7 Binary Conversion Example 2: Step 5

128 64 32 16 8 4 2 1
1 0 1 0

Step 6.  Because 7 is greater than or equal to 4, a 1 is placed in the 4 column, as
shown in Table 5-8, and 4 is subtracted from 7, yielding 3 as the result.

Table 5-8 Binary Conversion Example 2: Step 6

128 64 32 16 8 4 2 1
1 0 1 0 0 1
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Step7. Now under the 2 column, you ask the question, “Is 3 greater than or
equal to 27” Because the answer is yes, you place a 1 in the 2 column, as
shown in Table 5-9, and subtract 2 from 3.

Table 5-9 Binary Conversion Example 2: Step 7

128 64 32 16 8 4 2 1
1 0 1 0 0 1 1

Step 8.  Finally, in the rightmost column (that is, the 1 column), you ask whether
the number 1 is greater than or equal to 1. Because it is, you place a 1 in
the 1 column, as shown in Table 5-10.

Table 5-10 Binary Conversion Example 2: Step 8

128 64 32 16 8 4 2 1
1 0 1 0 0 1 1 1

You can now conclude that a decimal number of 167 equates to a binary value of
10100111. In fact, you can check your work by adding up the values for the column
headings that contain a 1 in their column. In this example, the 128, 32,4, 2, and 1
columns contain a 1. If you add these values, the resultis 167 (thatis, 128 + 32 + 4 +
2 +1=167).

Binary Numbering Practice

Because binary number conversion is a skill developed through practice, you will
now be challenged with a few conversion exercises. The first two exercises ask you
to convert a binary number to a decimal number, and the last two exercises ask you
to convert a decimal number to a binary number.

Binary Conversion Exercise 1

Using Table 5-11 as a reference, convert the binary number 01101011 to a decimal
number.

Table 5-11 Binary Conversion Exercise 1: Base Table

128 64 32 16 8 4 2 1

Write your answer here:
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Binary Conversion Exercise 1: Solution

Given a binary number of 01101011 and filling in a binary conversion table, as
shown in Table 5-12, we notice that the 64, 32, 8, 2, and 1 columns contain a 1.
Each of the other columns contains a 0. By adding up the value of these column
headings (thatis, 64 + 32 + 8 + 2 + 1), we get a decimal value of 107.

Table 5-12 Binary Conversion Exercise 1: Solution Table

128 64 32 16 8 4 2 1
0 1 1 0 1 0 1 1

Binary Conversion Exercise 2
Using Table 5-13 as a reference, convert the number binary number 10010100 to a
decimal number.

Table 5-13 Binary Conversion Exercise 2: Base Table

128 64 32 16 8 4 2 1

Write your answer here:

Binary Conversion Exercise 2: Solution

Given a binary number of 10010100 and filling in a binary conversion table, as
shown in Table 5-14, we notice that the 128, 16, and 4 columns contain a 1. Each
of the other columns contains a 0. By adding up the value of these column headings
(thatis, 128 + 16 + 4), we get a decimal value of 148.

Table 5-14 Binary Conversion Exercise 2: Solution Table

128 64 32 16 8 4 2 1
1 0 0 1 0 1 0 0
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Binary Conversion Exercise 3
Using Table 5-15 as a reference, convert the number decimal number 49 to a binary
number.

Table 5-15 Binary Conversion Exercise 3: Base Table

128 64 32 16 8 4 2 1

Write your answer here:

Binary Conversion Exercise 3: Solution

You can begin your conversion of the decimal number 49 to a binary number by
asking the following questions and performing the following calculations:

1. Is 49 greater than or equal to 1287 - No —> Put a 0 in the 128 column.
2. Is 49 greater than or equal to 64? > No — Put a 0 in the 64 column.

3. Is 49 greater than or equal to 32? = Yes = Put a I in the 32 column, and sub-
tract 32 from 49. > 49 -32 =17.

4. Is 17 greater than or equal to 16> > Yes > Puta 1 in the 16 column, and sub-
tract 16 from 17. > 17 - 16 = 1.

. Is 1 greater than or equal to 82 - No — Put a 0 in the 8 column.

5

6. Is 1 greater than or equal to 47 > No — Put a 0 in the 4 column.
7. Is 1 greater than or equal to 2? - No — Put a 0 in the 2 column.
8

. Is 1 greater than or equal to 1? > Yes - Puta 1 in the 1 column.

Combining these eight binary digits forms a binary number of 00110001, as shown
in Table 5-16. Verify your work by adding the values of the column headings whose
columns contain a 1. In this case, columns 32, 16, and 1 each have a 1 in their col-
umn. By adding these values (that is, 32 + 16 + 1), you get a value of 49.

Table 5-16 Binary Conversion Exercise 3: Solution Table

128 64 32 16 8 4 2 1
0 0 1 1 0 0 0 1
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Binary Conversion Exercise 4

Using Table 5-17 as a reference, convert the number decimal number 236 to a
binary number.

Table 5-17 Binary Conversion Exercise 4: Base Table

128 64 32 16 8 4 2 1

Write your answer here:

Binary Conversion Exercise 4: Solution

You can begin your conversion of the decimal number 236 to a binary number by
asking the following questions and performing the following calculations:

1. Is 236 greater than or equal to 128? = Yes = Put a 1 in the 128 column, and
subtract 128 from 236. - 236 — 128 = 108.

2, Is 108 greater than or equal to 64? > Yes — Puta 1 in the 64 column, and sub-
tract 64 from 108. > 108 — 64 = 44.

3. Is 44 greater than or equal to 32? — Yes > Puta 1 in the 32 column, and sub-
tract 32 from 44. > 44 -32 = 12.

4. Is 12 greater than or equal to 16?7 > No — Puta 0 in the 16 column.

5. Is 12 greater than or equal to 8° > Yes > Puta 1 in the 8 column, and subtract
8 from12. > 12-8=4.

6. Is 4 greater than or equal to 4? - Yes —> Put a 1 in the 4 column, and subtract
4from4.4-4=0.

7. Is 0 greater than or equal to 2? - No — Put a 0 in the 2 column.

8. Is 0 greater than or equal to 1?7 > No — Puta 0 in the 1 column.
Combining these eight binary digits forms a binary number of 11101100, as shown
in Table 5-18. You can verify your work by adding the values of the column head-
ings whose columns contain a 1. In this case, columns 128, 64, 32, 8, and 4 each

have a 1 in their column. By adding these values (that is, 128 + 64 + 32 + 8 + 4), you
get a value of 236.

Table 5-18 Binary Conversion Exercise 4: Solution Table

128 64 32 16 8 4 2 1
1 1 1 0 1 1 0 0
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IPv4 Addressing

Although IPv6 is increasingly being adopted in corporate networks, IPv4 is by far
the most popular Layer 3 addressing scheme in today’s networks. For brevity in
this section, the term IPv4 address is used interchangeably with the more generic
term IP address.

Devices on an IPv4 network use unique IP addresses to communicate with one
another. Metaphorically, you can relate this to sending a letter through the postal
service. You place a destination address on an envelope containing the letter, and in
the upper-left corner of the envelope you place your return address. Similarly, when
an IPv4 network device sends data on a network, it places both a destination IP
address and a source IP address in the packet’s IPv4 header.

IPv4 Address Structure

An IPv4 address is a 32-bit address. However, rather than writing out each indi-
vidual bit value, you write the address in dotted-decimal notation. Consider the IP
address of 10.1.2.3. Notice that the IP address is divided into four separate numbers,
separated by periods. Each number represents one-fourth of the IP address. Specifi-
cally, each number represents an 8-bit portion of the 32 bits in the address. Because
each of these four divisions of an IP address represent 8 bits, these divisions are
called octets. For example, Figure 5-1 shows the binary representation of the 10.1.2.3
IP address. In Figure 5-1, notice that the eight leftmost bits of 00001010 equate to
a decimal value of 10 (the calculation for this was described in the previous section).
Similarly, 00000001 in binary equates to a 1 in decimal, and 00000010 in binary
equals 2 in decimal. Finally, 00000011 yields a decimal value of 3.

Dotted 10 1 2 3

Decimal

Notation

Binary Bits 00001010 00000001 00000010 00000011
Octet 1 Octet 2 Octet 3 Octet 4

Figure 5-1 Binary Representation of Dotted-Decimal IP Address

Interestingly, an IP address is composed of two types of addresses: a network address
and a host address. Specifically, a group of contiguous left-justified bits represent
the network address, and the remaining bits (that is, a group of contiguous right-
justified bits) represent the address of a host on a network. The IP address compo-
nent that determines which bits refer to the network and which bits refer to the host
is called the submet mask. You can think of the subnet mask as a dividing line separat-
ing an IP address’s 32 bits into a group of network bits (on the left) and a group of
host bits (on the right).
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A subnet mask typically consists of a series of contiguous 1s followed by a set of con-
tinuous Os. In total, a subnet mask contains 32 bits, which correspond to the 32 bits
found in an IPv4 address. The 1s in a subnet mask correspond to network bits in an
IPv4 address, and Os in a subnet mask correspond to host bits in an IPv4 address.

For example, consider Figure 5-2. The eight leftmost bits of the subnet mask are
Is, and the remaining 24 bits are 0s. As a result, the 8 lefumost bits of the IP address
represent the network address, and the remaining 24 bits represent the host address.

Key

T Dotted 10 1 2 3
opic Decimal
Notation
IP Address 00001010 00000001 00000010 00000011
(in Binary)
Subnet Mask 11111111 00000000 00000000 00000000
Network Bits Host Bits

Figure 5-2 Dividing an IP Address into a Network Portion and a Host Portion

When you write a network address, all host bits are set to 0s. Once again, consider

the example shown in Figure 5-2. The subnet mask in this example is

an 8-bit subnet

mask, meaning that the 8 leftmost bits in the subnet mask are 1s. If the remaining bits

were set to 0, as shown in Figure 5-3, the network address of 10.0.0.0 can be seen.
Network 10 0 0 0
Address
(in Dotted
Decimal)
Network 00001010 00000000 00000000 00000000
Address
(in Binary)
Subnet Mask 11111111 00000000 00000000 00000000

Network Bits Host Bits

Figure 5-3 Network Address Calculation

When writing a network address, or an IP address for that matter, you need to pro-
vide more detail than just a dotted-decimal representation of an IP address’s 32 bits.

For example, just being told that a device has an IP address of 10.1.2

.3 does not tell

you the network on which the IP address resides. To know the network address, you

need to know the subnet mask, which could be written in dotted-dec

imal notation

or in prefix notation (also known as slash notation). In the example, where there is an
IP address of 10.1.2.3 and an 8-bit subnet mask, the IP address could be written as
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10.1.2.3 255.0.0.0 or 10.1.2.3 /8. Similarly, the network address could be written as
10.0.0.0 255.0.0.0 or 10.0.0.0 /8.

Classes of Addresses

Although an IP address (or a network address) needs subnet mask information to
determine which bits represent the network portion of the address, there are default
subnet masks with which you should be familiar. The default subnet mask for a
given IP address is solely determined by the value in the IP address’s first octet.
Table 5-19 shows the default subnet masks for various ranges of IP addresses.

Table 5-19 |IP Address Classes

Address Class Value in First Classful Mask Classful Mask
Octet (Dotted Decimal) (Prefix Notation)

Class A 1-126 255.0.0.0 /8

Class B 128-191 255.255.0.0 /16

Class C 192-223 255.255.255.0 /24

Class D 224-239 — —

Class E 240-255 — —

These ranges of IP address, which you should memorize, are referred to as differ-
ent classes of addresses. Classes A, B, and C are those ranges of addresses assigned to
network devices. Class D addresses are used as destination IP addresses (that is, not
assigned to devices sourcing traffic) for multicast networks, and Class E addresses
are reserved for experimental use. The default subnet masks associated with address
classes A, B, and C are called classful masks.

For example, consider an IP address of 172.16.40.56. If you are told that this

IP address used its classful mask, you should know that it has a subnet mask of
255.255.0.0, which is the classful mask for a Class B IP address. You should know
that 172.16.40.56 is a Class B IP address, based on the value of the first octet (172),
which falls in the Class B range of 128-191.

NOTE You might have noticed that in the ranges of values in the first octet, the
number 127 seems to have been skipped. The reason is that 127 is used as a loopback
IP address, meaning a locally significant IP address representing the device itself. For
example, if you were working on a network device and wanted to verify that device
had a TCP/IP stack loaded, you could try to ping an IP address of 127.1.1.1. If you
received ping responses, you could conclude that the device is running a TCP/IP
stack. This text discusses the ping function in Chapter 10, “Command-Line Tools.”
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The Internet Corporation for Assigned Names and Numbers (ICANN) nonprofit
corporation globally manages publicly routable IP addresses. ICANN does not
directly assign a block of IP addresses to your Internet service provider (ISP) but
rather assigns a block of IP addresses to a regional Internet registry. One example of
a regional Internet registry is the American Registry for Internet Numbers (ARIN),
which acts as an Internet registry for North America.

The Internet Assigned Numbers Authority (IANA) is yet another entity responsible
for IP address assignment. The ICANN operates IANA and is responsible for IP
address assignment outside of North America.

NOTE Some literature references the Internet Network Information Center
(InterNIC). InterNIC was the predecessor to ICANN (until September 18, 1998).

When an organization is assigned one or more publicly routable IP addresses by its
service provider, that organization often needs more IP addresses to accommodate
all of its devices. One solution is to use private IP addressing within an organiza-
tion, in combination with Network Address Translation (NAT). Specific Class A,
B, and C networks have been designed for private use. Although these networks
are routable (with the exception of the 169.254.0.0-169.254.255.255 address range)
within the organization, ISPs do not route these private networks over the public
Internet. Table 5-20 shows these IP networks reserved for internal use.

Key_ Table 5-20 Private IP Networks
Topic

Address Class Address Range Default Subnet Mask
Class A 10.0.0.0-10.255.255.255 255.0.0.0

Class B 172.16.0.0-172.31.255.255 255.255.0.0

Class B 169.254.0.0-169.254.255.255 255.255.0.0

Class C 192.168.0.0-192.168.255.255 255.255.255.0

NOTE The 169.254.0.0-169.254.255.255 address range is not routable. Addresses
in the range are only usable on their local subnet and are dynamically assigned to
network hosts using the Automatic Private IP Addressing (APIPA) feature, which is
discussed later in this section.

NAT is a feature available on routers that allows private IP addresses used within
an organization to be translated into a pool of one or more publicly routable IP
addresses. Chapter 6, “Routing IP Packets,” describes the operation of NAT.
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Types of Addresses

For the real world and for the Network+ exam, you need to be familiar with the fol-

lowing three categories of IPv4 addresses: unicast, broadcast, and multicast. The fol-
lowing sections describe these in detail.

Unicast

Most network traffic is unicast in nature, meaning that traffic travels from a single
source device to a single destination device. Figure 5-4 illustrates an example of a

unicast transmission.
/ Receiver
——> 10112 g

Non-Receiver
10.1.1.3

Receiver
10.1.11

@ @
Destination Destination

Video Server Address: Address:
10.1.1.1 10.1.1.2

Figure 5-4 Sample Unicast Transmission

Broadcast

Broadcast traffic travels from a single source to all destinations on a network (that is,
a broadcast domain). A broadcast address of 255.255.255.255 might seem that it would
reach all hosts on all interconnected networks. However, 255.255.255.255 targets

all devices on a single network—specifically, the network local to the device send-
ing a packet destined for 255.255.255.255. Another type of broadcast address is a
directed broadcast addyess, which targets all devices in a remote network. For example,
the address 172.16.255.255 /16 is a directed broadcast targeting all devices in the
172.16.0.0 /16 network. Figure 5-5 illustrates an example of a broadcast transmission.

/ Receiver
———— f0112 g

Receiver
10.1.1.3

Receiver
10.1.1.1

@
Destination

Video Server Address:
255.255.255.255

Figure 5-5 Sample Broadcast Transmission

From the Library of Frank Jefferson



166 CompTIA Network+ N10-007 Cert Guide

Multicast

Multicast technology offers an efficient mechanism for a single host to send traf-
fic to multiple, yet specific destinations. For example, imagine a network with 100
users. Twenty of those users want to receive a video stream from a video server.
With a unicast solution, the video server would have to send 20 individual streams,
one stream for each recipient. Such a solution could consume a significant amount
of network bandwidth and put a heavy processor burden on the video server.

With a broadcast solution, the video server would only have to send the video
stream once; however, it would be received by every device on the local subnet, even
devices not wanting to receive the video stream. Even though those devices do not
want to receive the video stream, they still must pause what they are doing and take
time to check each of these unwanted packets.

As shown in Figure 5-6, multicast offers a compromise, allowing the video server to
send the video stream only once, and only sending the video stream to devices on
the network that want to receive the stream. What makes this possible is the use of
a Class D address. A Class D address, such as 239.1.2.3, represents the address of a
multicast group. The video server could, in this example, send a single copy of each
video stream packet destined for 239.1.2.3. Devices wanting to receive the video
stream can join the multicast group. Based on the device request, switches and rout-
ers in the topology can then dynamically determine out of which ports the video
stream should be forwarded.

Multicast Group: 239.1.2.3

Receiver

’ 10.1.1.1

Receiver
10.1.1.2

Non-Receiver

'] 10.1.1.3

(]

@
Destination

Video Server Address:
239.1.2.3

Figure 5-6 Sample Multicast Transmission

Assigning IPv4 Addresses

At this point in the discussion, you should understand that networked devices need
an IP address. However, beyond just an IP address, what extra IP address-related
information needs to be provided, and how does an IP address get assigned to one of
those devices?
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This section begins by discussing various parameters that might be assigned to a
networked device, followed by discussions covering various approaches to assign IP
addresses to devices.

IP Addressing Components

As discussed in the previous section, an IP address has two portions: a network por-
tion and a host portion. A subnet mask is required to delineate between these two
portions.

In addition, if traffic is destined for a different subnet than the subnet on which the
traffic originates, a default gateway needs to be defined. A default gateway routes
traffic from the sender’s subnet toward the destination subnet. Chapter 6 covers the
concept of routing.

Another consideration is that end users typically do not type in the IP address of
the destination device with which they want to connect (for example, a web server
on the Internet). Instead, end users typically type in fully qualified domain names
(FQDN:Ss), such as www.ajsnetworking.com. When connecting to devices on the
public Internet, a Domain Name System (DNS) server takes an FQDN and trans-
lates it into a corresponding IP address.

In a company’s internal network (that is, an intranet), a Microsoft Windows Internet
Name Service (WINS) server might be used, as an example, to convert the names
of network devices into their corresponding IP addresses. For example, you might
attempt to navigate to a shared folder of \\server1\hrdocs. A WINS server could
then be used to resolve the network device name of server! to a corresponding IP
address. The path of \\server1\hrdocs is in universal naming convention (UNC)
form, where you are specifying a network device name (for example, serverl) and

a resource available on that device (for example, hrdocs). Increasingly, companies
today are transitioning to DNS even for internal network name resolution.

To summarize, network devices (for example, an end-user PC) can benefit from a
variety of IP address parameters, such as the following:

m JP address
m Subnet mask
® Default gateway

m Server addresses
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Remember as well that an IP address no longer needs to be assigned to a single
entity or interface. A virtual IP address is commonly used and can fulfill many pur-
poses, such as the following:

m Provide key addresses used in address translation.
m Represent any actual IP address assigned to a network device interface.

m Permit the sending of traffic to multiple different network devices all config-
ured to respond based on the virtual IP address.

Static Configuration

A simple way of configuring a PC, for example, with IP address parameters is to
statically configure that information. For example, on a PC running Microsoft Win-
dows as the operating system, you can navigate to the Control Panel, as shown in
Figure 5-7, and click Network and Internet.

[ =] e |

C)k) | » Control Panel » « %9 |[ Search Cantrot Pane 2]

Adjust your computer’s settings View by:  Category =

User Accounts and Family
&;) Safety
59 W 2dd or remove user accounts
#) Set up paren y user
o & _'_W[“")'k and Internet Appearance and Personalization
> W s and tasks Change the theme

p and sharing op

ktop background

Adjust sereen resclution

, ] Hardware and Sound

ons %
o vices and printers :
ﬁ Add & d-:_:e" - Clock, Language, and Region
IL Change keyboards or other input methods

= :
gl rogmms Ease of Access

Let Windows suggest settings

Uninstall 3 program

Optimize visual display

Figure 5-7 Windows Control Panel

From the Network and Internet control panel, click Network and Sharing Center,
as shown in Figure 5-8.
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=y

@] w [ » Control Panel » Mebwork and Intemet » ~ | 43 || Search Contral Panel

Al

Contral Panel Ho ;
i e —? Metwark and Sharing Center
ally View network ststus end tasks | Connect to 2 network

Systemn and Secur
i A View network computers and devices | Add a wireless device to the network
* Network and Internet

Hardware and Sound Q% HomeGroup

Choose homegroup and shanng options

Frograms

User Accounts and Family % Intemet Options

Safety =| Change your homepage  Manage browser add-ons

Appearance and Delete browsing history and cookies

Personalization ] B MobileMe
Clock, Language, and Regicn

Ease of Access

Figure 5-8 Network and Internet Control Panel

You can then click the Change adapter settings link, as shown in Figure 5-9.

E=aeay
A R
GU'E #¢ Network and Intemet » Network and Sharing Center - | 3 | Search Cantred Pane! el |
Controf Panel Home (45
View your basic network information and set up connections
Change adapter settings < @m— * ) ) /R o See full map
Change advanced sharin . 3
mi:g,, g ) LIVE-DELIVERY Netwark Internet
(This computer]
View your active networks Connect or disconnect
Access type: Internet
1 Haoi :G?: : Josned
L Heme netwark e Ry =
Connections: |J Local Area Connection
Change your nebworking settings
? Set up a new connection or network
Set up a wireless, broadband, dial-up, ad hoe, or VPN connection; or set up a
router or access point.
See alsa
HomeGroup Cennect to 2 netwark
Internet Options Connect or reconnect to a wireless, wired, dial-up, or VPN network connection.
Moblishje Choase hamegroup and sharing options
Vel Exemi Access files and printers located on other network computers, of change sharing
settings.

Figure 5-9 Network and Sharing Center
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From the Network Connections window, double-click the network adapter whose

settings you want to change, as shown in Figure 5-10.

Intel(R) 8256500-2 Gigabit Netw..

Lecal Area Connection 3

o Systems VPN Adapter for 6.,

[ =@
@Qv'-i’-« Metwork and Intemet » Network Connections » - | 44 || Seareh Netwerk Cennectic - P
Organize = 0 ®
— — Local Area Connection l" Local Area Connection 2
Network M= Disabled
4 W= Realtek RTLE139/810x Family Fast .

Figure 5-10 Network Connections Window

You are then taken to the Local Area Connection Status window, as shown in Fig-

ure 5-11. From here, you can click the Properties button.

.
4 Local Area Connection Status w
—
Cornection
P4 Comnectivity: Intemet
IPv& Connectivity: Na Internet access
Media State: Enabled
Duraton: 070896
Speed: 100.0 Mops
Activity

sent — kﬁ —  Recsived
)

Bytes: 410,826,959 | 765,314,846

[ Sprovertes || fioeatie || oagnose |

Figure 5-11 Local Area Connection Status Window

As shown in Figure 5-12, you can highlight Internet Protocol Version 4 (TCP/

IPv4) and click the Properties button.
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-
4 Local Area Connection Properties M

Connect usng

®¥ intel(F) 825560M-2 Gigabit Network Connection

This connection uses the fellawing Lema
BF % Chart for Microscht Networks -
b [ Deterministic Network Enhancer

M J=)vitual PC Netwoek Fiter Driver 5
¥ JBiGaS Packet Scheduier
7 J8lFie and Printer Sharing for Microsclt Networks.

- |ntemet Protocel Version 6 (TCP/1PvE)

b
& it oot Ve 4 TCP/ 1P| -
T

Descrption

Traramission Control Protocol emet Protocal. The defaut
wide area network profocol that prevides communication
acrss diversa interconnected natworks.

oK |

Figure 5-12 Local Area Connection Properties

An IP address, subnet mask, default gateway, and DNS server information can be
entered into the Internet Protocol Version 4 (TCP/IPv4) Properties window, as
depicted in Figure 5-13. Although DNS server information can be entered in this
window, more advanced DNS options and WINS options are available by clicking
the Advanced button.

Internet Protocal Version 4 (TCR/IPw) Properties |5 Sl
General

ou can get IP settings assigned automatcally if your network supports
this capabiity. Otherwise, you need to ask your network administrator
for the appropriate [P setbings.

) Obtain an [P address sutomaticaly
@ Use the follawing IP address:

IP address: 192.168. 1 .50
Subnet mask: 255 .285.255. 0
Defauit gatevay: 192.168. 1 . 1

@) Use the following DNS server addresses:
Preferrad DNS server: 192.168, 1 . 1

Alternate DINS server: 192.168. 1 .2
[Clvaidate settings upon 3t e afvanced... |
o ][ cone

Figure 5-13 Internet Protocol Version 4 (TCP/IPv4) Properties

By clicking the DNS tab in the Advanced TCP/IP Settings window, as shown in
Figure 5-14, you can add, remove, or reorder DNS servers, in addition to adjusting
various other DNS parameters. Recall that a DNS server converts an FQDN to an
IP address. Also, although Figure 5-13 shows the same IP address for the default

gateway and a DNS server, these are not always located on the same device.
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[ Advanced TCRAP Settings B =)

= ®
[.. add., | [ edt.. J [ Remave |

The follawing are applied to al with TCP/IP
enabled. For resolstion of ungualified names:

@ Append primary and connection spedfic DNS suffixes
¥ Append parent suffixes of the primary DNS suffix
") Append these DS suffives (in order):

*

DMS suff for this cornection:

[¥] Regster this connectior’s addresses in DNS
[ use this ! suffix in DS

Co ) [ ot ]

Figure 5-14 Advanced TCP/IP Settings: DNS Tab

Similarly, Windows Internet Name Service (WINS) servers can be configured in
the WINS tab of the Advanced TCP/IP Settings window, as shown in Figure 5-15.
Similar to a DNS server, a WINS server converts a NetBIOS computer name to a
corresponding IP address.

[ Advanced TCRAP Settings 5 i |

WINS addresses, n order of use:

If LMHOSTS loakup is enabled, it applies to all connections for which
TCP/IP is enabled,
| Enable LMHOSTS loskup [ importimosTs... |
NetEIOS setting
@ Defait:

Lise NetBIOS setting from the DHCP server. If static [P address
is used ar the DHCP server does not provide NetBI0S satting,
enahle NetBIOS over TCP/IP.

 Enable N2tEIOS over TOP/IP
! Disable NetS10S over TCP/IP

o [ et |

Figure 5-15 Advanced TCP/IP Settings: WINS Tab
Dynamic Configuration

Statically assigning IP address information to individual networked devices can be
time consuming, error-prone, and lacking in scalability. Instead of static IP address
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assignments, many corporate networks dynamically assign IP address parameters
to their devices. An early choice for performing this automatic assignment of IP
addresses was the Bootstrap Protocol (BOOTP for short). Currently, however, the
most popular approach for dynamic IP address assignment is Dynamic Host Con-
figuration Protocol (DHCP).

BOOTP

Engineers developed BOOTP as a method of assigning IP address, subnet mask,
and default gateway information to diskless workstations. In the early days of Micro-
soft Windows (for example, Microsoft Windows 3.1), Microsoft Windows did not
natively support T'CP/IP. To include T'CP/IP support, an add-on TCP/IP applica-
tion (for example, Trumpet Winsock) could be run. Such an application would typi-
cally support BOOTP.

When a device needed to obtain IP address information, a BOOTP broadcast
would be sent out from the device needing an IP address. If a BOOTP server
(BOOTPS) received the broadcast, it could match the source MAC address in the
received frame (the MAC address from the device wanting to obtain an IP address)
with a corresponding IP address in a database stored on the BOOTP server. The
BOOTPS would then respond to the requesting client with IP address information.
Because BOOTP requests were based on broadcasts, by default, a BOOTP request
could not propagate beyond a device’s local subnet. However, most enterprise-class
routers can be configured to forward selected broadcast types, including BOOTP
broadcasts.

DHCP

DHCP offers a more robust solution to IP address assignment than the solution
offered by BOOTP. DHCP does not require a statically configured database of
MAC-address-to-IP-address mappings. Also, DHCP has a wide variety of options
beyond basic IP address, subnet mask, and default gateway parameters. For example,
a DHCP server can educate a DHCP client about the IP address of a WINS server,
or even an administrator-defined parameter (for example, the IP address of a TFTP
server from which a configuration file could be downloaded).

Refer to Chapter 3, “Network Components,” for more information about the
operation of DHCP. However, realize that, like BOOTP, DHCP’s initial request is
a broadcast, requiring a client’s local router be configured to appropriately forward
DHCP requests to a DHCP server if that DHCP server is not on the local subnet of
the requesting client.

In setting up a DHCP server, you would identify a range of IP addresses to hand
out, and this would be referred to as the scope. In addition, a DHCP server can be
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configured to have reservations, which reserves a specific IP address for a specific
Layer 2 Ethernet MAC address. The lease time can also be configured and is usu-
ally set to one day. The DHCP server also provides options such as DNS server
addresses, the default gateway to use, domain suffixes to use, and more. If a DHCP
client is not on the same subnet as a DHCP server, a router or other device that is
connected to the same subnet as the DHCP client can be configured as a DHCP
relay agent. The device takes the discover packet from the client (broadcast) and
routes it to where the DHCP server is (unicast). This feature is also sometimes
referred to as IP helper.

As an example of DHCP client configuration, in Microsoft Windows 10, you can
select the Obtain an IP address automatically and Obtain DNS server address
automatically options in the Internet Protocol Version 4 (TCP/IPv4) Properties
window, as shown in Figure 5-16.

- - -
Intermet Protoeol Version 4 (TCP/IPvd) Properties L5 ]

Genesal | Alternate Configuration
‘fou can get IP settings assigned automatically if your network supports
this capabiity. Otherwise, you need to ask your network administrator
fior the appropriate 1P settings.

—tJp G Obtain a0 [P address sutomaticaly

LUse the follawing IP address:

=13 & Obtain DN server address automatically

Uise the follaiing DNS server addresses:

Figure 5-16 Configuring Microsoft Windows 10 to Obtain IP Address Information via DHCP

NOTE A protocol made obsolete by BOOTP and DHCP is Reverse Address Reso-
lution Protocol (RARP). Whereas Address Resolution Protocol (ARP) requests a
MAC address that corresponds to a known IP address, RARP requested an IP address
(from a preconfigured host) that corresponded to a station’s MAC address. Although
RARP did allow a station to dynamically obtain an IP address, both BOOTP and
DHCP offer additional features.

Automatic Private IP Addressing

If a networked device does not have a statically configured IP address and is unable
to contact a DHCP server, it still might be able to communicate on an IP network
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thanks to Automatic Private IP Addressing (APIPA). The APIPA feature allows a
networked device to self-assign an IP address from the 169.254.0.0/16 network.
Note that this address is usable only on the device’s local subnet. (The IP address is
not routable.)

As shown in Figure 5-17, Microsoft Windows 10 defaults to APIPA if a client is
configured to automatically obtain IP address information and that client fails to
obtain IP address information from a DHCP server.

- -
Intemet Protocol Version 4 (TCP/IPvd) Properties [ =

- Altarniate Configuration

1f this computer is used an more than one network, enter the sltermate 2
setlings belaw

——- ) Automatic private IP address

User configured

Figure 5-17 APIPA Configuration Enabled by Default

Key APIPA was designed as a solution for quickly setting up a localized network with-

Topic out the need to configure a DHCP server or the need to statically assign IP address
information. However, there remains a need for devices on this localized network
to perform name resolution and discover network services. Fortunately, these needs
are covered by Zero Configuration (Zeroconf). Zeroconf is a technology supported
on most modern operating systems and performs three basic functions:

m Assigning link-local IP addresses: A link-local IP address is a nonroutable
IP address usable only on a local subnet. APIPA is an example of a technology
that assigns link-local IP addresses.

= Resolving computer names to IP addresses: Multicast Domain Name Ser-
vice (mnDNS) is an example of a technology that can resolve computer names
to their corresponding IP address on a local subnet, without the aid of a DNS
server or a WINS server.

m Locating network services: Examples of service discovery protocols include
the standards-based Service Location Protocol (SLP), Microsoft’s Simple Ser-
vice Discovery Protocol (SSDP), and Apple’s DNS-based Service Discovery
(DNS-SD).
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If devices supporting these three Zeroconf features are interconnected on a local
subnet, they can dynamically obtain link-local IP addresses, resolve one another’s
names to IP addresses, and discover services available on a network.

Subnetting

Earlier in this chapter, you were introduced to the purpose of a subnet mask and
the default subnet masks for the various IP addresses classes. Default subnet masks
(that is, classful subnet masks) are not always the most efficient choice. Fortunately,
you can add additional network bits to a subnet mask (thereby extending the subnet
mask) to create subnets within a classful network. This section explains why you
might want to perform this process and describes how you mathematically perform
subnet calculations.

Purpose of Subnetting

Consider the number of assignable IP addresses in the various classes of IP addresses
shown in Table 5-21. Recall that the host bits of an IP address cannot be all Os
(which represents the network address) or all 1s (which represents the directed
broadcast address). Therefore, the number of assignable IP addresses in a subnet can
be determined by the following formula:

Key Number of assignable IP addresses in a subnet = 2 — 2,
Topic

where 4 is the number of host bits in a subnet mask

Table 5-21 Assignable IP Addresses

Address Class Assignable IP Addresses
Class A 16,777,214 (2*4-2)

Class B 65,534 (21%-2)

Class C 254 (28-2)

Suppose that you decide to use a private Class B IP address (for example,
172.16.0.0/16) for your internal IP addressing. For performance reasons, you
would not want to support as many as 65,534 hosts in a single broadcast domain.
Therefore, a best practice is to take such a network address and subnet the net-
work (thereby extending the number of network bits in the network’s subnet mask)
into additional subnetworks. In fact, you could subnet your major network address
space and then further subnet one of your unused subnet addresses! This practice
is known as Variable-Length Subnet Masking (VLSM) and allows you to design
the network as best as possible regarding the number of IP addresses required in
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different areas. Of course, this network also uses a variety of subnet masks in order
to accomplish this task.

Subnet Mask Notation

As previously mentioned, the number of bits in a subnet mask can be represented
in dotted-decimal notation (for example, 255.255.255.0) or in prefix notation (for
example, /24). As a reference, Table 5-22 shows valid subnet masks in dotted-
decimal notation and the corresponding prefix notation.

Table 5-22 Dotted-Decimal and Prefix-Notation Representations for IPv4 Subnets
Topic

Dotted-Decimal Notation Prefix Notation

255.0.0.0 /8 (classful subnet mask for Class A networks)
255.128.0.0 /9

255.192.0.0 /10

255.224.0.0 /11

255.240.0.0 /12

255.248.0.0 /13

255.252.0.0 /14

255.254.0.0 /15

255.255.0.0 /16 (classful subnet mask for Class B networks)
255.255.128.0 /17

255.255.192.0 /18

255.255.224.0 /19

255.255.240.0 /20

255.255.248.0 /21

255.255.252.0 /22

255.255.254.0 /23

255.255.255.0 /24 (classful subnet mask for Class C networks)
255.255.255.128 /25

255.255.255.192 /26

255.255.255.224 127

255.255.255.240 /28

255.255.255.248 /29

255.255.255.252 /30
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Recall that any octet with a value of 255 contains eight 1s. Also, you should memo-
rize valid octet values for an octet and the corresponding number of 1s (that is,
continuous, left-justified 1s) in that octet, as shown in Table 5-23. Based on this
information, you should be able to see the dotted-decimal notation of a subnet mask
and quickly determine the corresponding prefix notation.

Key Table 5-23 Subnet Octet Values

Topic Subnet Octet Value Number of Contiguous Left-Justified Ones
0 0
128 1
192
224
240

2
3
4
248 5
6
7
8

252
254
255

For example, consider the subnet mask of 255.255.192.0. Because each of the first
two octets has a value of 255, you know that you have sixteen 1s from the first two
octets. You then recall that a value of 192 in the third octet requires two 1s from
that octet. By adding the sixteen 1s from the first two octets to the two 1s from the
third octet, you can determine that the subnet mask of 255.255.192.0 has a corre-
sponding prefix notation of /18.

To help you develop the skill of making these calculations quickly, work through
the following two exercises.

Subnet Notation: Practice Exercise 1

Given a subnet mask of 255.255.255.248, what is the corresponding prefix notation?

Subnet Notation: Practice Exercise 1 Solution

Given a subnet mask of 255.255.255.248, you should recognize that the first three
octets, each containing a value of 255, represent twenty-four 1s. To those twenty-
four 1s, you add five additional 1s, based on your memorization of how many
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contiguous, left-justified 1s in an octet are required to produce various octet values.
The sum of 24 bits (from the first three octets) and the 5 bits (from the fourth octet)
give you a total of 29 bits. Therefore, you can conclude that a subnet mask with a
dotted-decimal notation of 255.255.255.248 has an equivalent prefix notation of /29.

Subnet Notation: Practice Exercise 2

Given a subnet mask of /17, what is the corresponding dotted-decimal notation?

Subnet Notation: Practice Exercise 2 Solution

You know that each octet contains 8 bits. So, given a subnet mask of /17, you can
count by 8s to determine that there are eight 1s in the first octet, eight 1s in the sec-
ond octet, and one 1 in the third octet. You already knew that an octet containing all
1s has a decimal value of 255. From that knowledge, you conclude that each of the
first two octets has a value of 255. Also, based on your memorization of Table 5-23,
you know that one 1 (that is, a left-justified 1) in an octet has a decimal equivalent
value of 128. Therefore, you can conclude that a subnet mask with a prefix notation
of /17 can be represented in dotted-decimal notation as 255.255.128.0.

Extending a Classful Mask

The way to take a classful network (that is, a network using a classful subnet mask)
and divide that network into multiple subnets is by adding 1s to the network’s class-
ful subnet mask. However, the class of the IP address does not change, regardless
of the new subnet mask. For example, if you took the 172.16.0.0/16 network and
subnetted it into multiple networks using a 24-bit subnet mask (172.16.0.0/24,
172.16.1.0/24, 172.16.2.0/24, ...), those networks would still be Class B networks.

Specifically, the class of a network is entirely determined by the value of the first
octet. The class of a network has nothing to do with the number of bits in a subnet,
making this an often-misunderstood concept.

As another example, the network 10.2.3.0/24 has the subnet mask of a Class C net-

work (that is, a 24-bit subnet mask). However, the 10.2.3.0/24 network is a Class A

network because the value of the first octet is 10. It is simply a Class A network that
happens to have a 24-bit subnet mask.

Borrowed Bits

When you add bits to a classful mask, the bits you add are referred to as borrowed
bits. The number of borrowed bits you use determines how many subnets are cre-
ated and the number of usable hosts per subnet.
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Calculating the Number of Created Subnets

To determine the number of subnets created when adding bits to a classful mask,
you can use the following formula:

Key Number of created subnets = 2°
Topic

where s is the number of borrowed bits

For example, let’s say you subnetted the 192.168.1.0 network with a 28-bit subnet
mask, and you want to determine how many subnets were created. First, you deter-
mine how many borrowed bits you have. Recall that the number of borrowed bits is
the number of bits in a subnet mask beyond the classful mask. In this case, because
the first octet in the network address has a value of 192, you can conclude that this
is a Class C network. You also recall that a Class C network has 24 bits in its classful
(that is, its default) subnet mask. Because you now have a 28-bit subnet mask, the
number of borrowed bits can be calculated as follows:

Key Number of borrowed bits = Bits in custom subnet mask — Bits in classful subnet
Topic mask

Number of borrowed bits = 28 — 24 = 4

Now that you know you have 4 borrowed bits, you can raise 2 to the power of 4 (2,
or 2 *2*2 *2), which equals 16. From this calculation, you conclude that subnet-
ting 192.168.1.0/24 with a 28-bit subnet mask yields 16 subnets.

Calculating the Number of Available Hosts

Earlier in this section you were given the formula for calculating the number of
available (that is, assignable) host IP addresses, based on the number of host bits in a
subnet mask. The formula is

Key Number of assignable IP address in a subnet = 2# - 2
Topic

where 5 is the number of host bits in the subnet mask

Using the previous example, let’s say you want to determine the number of available
host IP addresses in one of the 192.168.1.0/28 subnets. First, you need to determine
the number of host bits in the subnet mask. Because you know that an IPv4 address
consists of 32 bits, you can subtract the number of bits in the subnet mask (28, in
this example) from 32 to determine the number of host bits:

Number of host bits = 32 — Number of bits in subnet mask

Number of host bits = 32 - 28 = 4

From the Library of Frank Jefferson



Chapter 5: IPv4 and IPv6 Addresses 181

Now that you know the number of host bits, you can apply it to the previously pre-
sented formula:

Number of assignable IP addresses in a subnet = 2” — 2
where 4 is the number of host bits in the subnet mask
Number of assignable IP addresses in a subnet = 2% -2 = 14

From this calculation, you can conclude that each of the 192.168.1.0/28 subnets has
14 usable IP addresses.

To reinforce your skill with these calculations, you are now challenged with a few
practice exercises.

Basic Subnetting Practice: Exercise 1
Using a separate sheet of paper, solve the following scenario:

Your company has been assigned the 172.20.0.0/16 network for use at one of its
sites. You need to use a subnet mask that will accommodate 47 subnets while simul-
taneously accommodating the maximum number of hosts per subnet. What subnet
mask will you use?

Basic Subnetting Practice: Exercise 1 Solution

To determine how many borrowed bits are required to accommodate 47 subnets,
you can write out a table that lists the powers of 2, as shown in Table 5-24. In fact,
you might want to sketch out a similar table on the dry-erase card you are given
when you take the Network+ exam.

Table 5-24 Number of Subnets Created by a Specified Number of Borrowed Bits

Borrowed Bits Number of Subnets Created
(2s, Where s Is the Number of Borrowed Bits)

0 1

1 2

4

8
16
32
64
128

N | QN v | B W N
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Borrowed Bits Number of Subnets Created
(2s, Where s Is the Number of Borrowed Bits)
8 256
9 512
10 1024
11 2048
12 4096

In this example, where you want to support 47 subnets, 5 borrowed bits are not
enough, and 6 borrowed bits are more than enough. Because 5 borrowed bits are
not enough, you round up and use 6 borrowed bits.

The first octet in the network address 172.20.0.0 has a value of 172, meaning that
you are dealing with a Class B address. Because a Class B address has 16 bits in its
classful mask, you can add the 6 borrowed bits to the 16-bit classful mask, which
results in a 22-bit subnet mask.

One might argue that although a 22-bit subnet mask would accommodate 47 sub-
nets, so would a 23-bit subnet mask or a 24-bit subnet mask. Although that is true,
recall that the scenario said you should have the maximum number of hosts per
subnet. This suggests that you should not use more borrowed bits than necessary.

Therefore, you can conclude that to meet the scenario’s requirements, you should
use a subnet mask of /22, which could also be written as 255.255.252.0.

Basic Subnetting Practice: Exercise 2
Using a separate sheet of paper, solve the following scenario:

Your company has been assigned the 172.20.0.0/16 network for use at one of its sites.
You need to calculate a subnet mask that will accommodate 100 hosts per subnet
while maximizing the number of available subnets. What subnet mask will you use?

Basic Subnetting Practice: Exercise 2 Solution

To determine how many host bits are required to accommodate 100 hosts, you can
write out a table that shows the number of hosts supported by a specific number

of hosts bits, as shown in Table 5-25. Like the previous table, you might want to
sketch out a similar table on the dry-erase card you are given when taking the Net-
work+ exam.
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Table 5-25 Number of Supported Hosts Given a Specified Number of Host Bits
Topic

Host Bits Number of Supported Hosts
(2"-2, Where h Is the Number of Host Bits)

2

6

14
30
62
126
254
510
1022
2046
4094

O | 0| I | N | | W | N

—_
(==}

—_
—_

—_
[\S]

In this example, where you want to support 100 hosts, 6 host bits are not enough,
and 7 host bits are more than enough. Because 6 host bits are not enough, you
round up and use 7 host bits.

Because an IPv4 address has 32 bits and you need 7 host bits, you can calculate the
number of subnet bits by subtracting the 7 host bits from 32 (that is, the total num-
ber of bits in an IPv4 address). This results in a 25-bit subnet mask (that is, 32 total
bits — 7 host bits = 25 subnet mask bits). Therefore, you can conclude that to meet
the scenario’s requirements, you should use a subnet mask of /25, which could also
be written as 255.255.255.128.

Calculating New IP Address Ranges

Now that you can calculate the number of subnets created based on a given number
of borrowed bits, the next logical step is to calculate the IP address ranges making
up those subnets. For example, if you took 172.25.0.0/16 and subnetted it with a
24-bit subnet mask, the resulting subnets would be as follows:

172.25.0.0/24
172.25.1.0/24
172.25.2.0/24

172.25.255.0/24
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Let’s consider how such a calculation is performed. Notice in the previous example
that you count by 1 in the third octet to calculate the new networks. To decide in
what octet you start counting and by what increment you count, a new term needs to
be defined. The interesting octet is the octet containing the last 1 in the subnet mask.

In this example, the subnet mask was a 24-bit subnet mask, which has a dotted-

decimal equivalent of 255.255.255.0 and a binary equivalent of 11111111.11111111.
11111111.00000000. From any of these subnet mask representations, you can deter-
mine that the third octet is the octet to contain the last 1 in the subnet mask. There-
tore, you will be changing the value of the third octet to calculate the new networks.

Now that you know the third octet is the interesting octet, you need to know by
what increment you will be counting in that octet. This increment is known as the
block size. The block size can be calculated by subtracting the subnet mask value in
the interesting octet from 256. In this example, the subnet mask had a value of 255
in the interesting octet (that is, the third octet). If you subtract 255 from 256, you
get a result of 1 (thatis, 256 — 255 = 1). The first subnet will be the original net-
work address, with all of the borrowed bits set to 0. After this first subnet, you start
counting by the block size (1 in this example) in the interesting octet to calculate the
remainder of the subnets.

The preceding process for calculating subnets can be summarized as follows:
opic

Step1.  Determine the interesting octet by determining the last octet in the sub-
net mask to contain a 1.

Step 2.  Determine the block size by subtracting the decimal value in the subnet’s
interesting octet from 256.

Step 3.  Determine the first subnet by setting all the borrowed bits (which are bits
in the subnet mask beyond the bits in the classful subnet mask) to 0.

Step4. Determine additional subnets by taking the first subnet and counting by
the block size increment in the interesting octet.

To reinforce this procedure, consider another example. A 27-bit subnet mask is
applied to a network address of 192.168.10.0/24. To calculate the created subnets,
you can perform the following steps:

Step1. The subnet mask /27 (in binary) is 11111111.11111111.11111111.111000
00. The interesting octet is the fourth octet because the fourth octet con-
tains the last 1 in the subnet mask.

Step 2. The decimal value of the fourth octet in the subnet mask is 224
(11100000 in decimal). Therefore, the block size is 32 (256 — 224 = 32).
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Step3.  The first subnet is 192.168.10.0/27—the value of the original
192.168.10.0 network with the borrowed bits (the first three bits in the
fourth octet) set to 0.

Step 4.  Counting by 32 (the block size) in the interesting octet (the fourth octet)

allows you to calculate the remaining subnets:

192.168.10.0

192.168.10.32

192.168.10.64

192.168.10.96

192.168.10.128

192.168.10.160

192.168.10.192

192.168.10.224
Now that you know the subnets created from a classful network given a subnet
mask, the next logical step is to determine the usable addresses within those subnets.
Recall that you cannot assign an IP address to a device if all the host bits in the IP

address are set to 0, because an IP address with all host bits set to 0 is the address of
the subnet itself.

Similarly, you cannot assign an IP address to a device if all the host bits in the IP
address are set to 1 because an IP address with all host bits set to 1 is the directed
broadcast address of a subnet.

By excluding the network and directed broadcast addresses from the
192.168.10.0/27 subnets (as previously calculated), the usable addresses shown in
Table 5-26 can be determined.

185

Table 5-26 Usable IP Address Ranges for the 192.168.10.0/27 Subnets

Subnet Address

Directed Broadcast Address

Usable IP Addresses

192.168.10.0

192.168.10.31

192.168.10.1-192.168.10.30

192.168.10.32

192.168.10.63

192.168.10.33-192.168.10.62

192.168.10.64

192.168.10.95

192.168.10.65-192.168.10.94

192.168.10.96

192.168.10.127

192.168.10.97-192.168.10.126

192.168.10.128

192.168.10.159

192.168.10.129-192.168.10.158

192.168.10.160

192.168.10.191

192.168.10.161-192.168.10.190

From the Library of Frank Jefferson



186 CompTIA Network+ N10-007 Cert Guide

Subnet Address Directed Broadcast Address Usable IP Addresses
192.168.10.192 192.168.10.223 192.168.10.193-192.168.10.222
192.168.10.224 192.168.10.255 192.168.10.225-192.168.10.254

To help develop your subnet-calculation skills, you are now challenged with a few
practice subnetting exercises.

Advanced Subnetting Practice: Exercise 1
Using a separate sheet of paper, solve the following scenario:

Based on your network design requirements, you determine that you should use a
26-bit subnet mask applied to your 192.168.0.0/24 network. You now need to cal-
culate each of the created subnets. Additionally, you want to know the broadcast
address and the range of usable addresses for each of the created subnets.

Advanced Subnetting Practice: Exercise 1 Solution

As described earlier, you can go through the following four-step process to deter-
mine the subnet address:

Step1. The subnet mask /26 (in binary) is 11111111.11111111.11111111.110000
00. The interesting octet is the fourth octet because the fourth octet con-
tains the last 1 in the subnet mask.

Step 2. The decimal value of the fourth octet in the subnet mask is 192
(11000000 in decimal). Therefore, the block size is 64 (256 — 192 = 64).

Step 3.  The first subnet is 192.168.0.0/26—the value of the original 192.168.0.0
network with the borrowed bits (the first 2 bits in the last octet) set to 0.

Step 4.  Counting by 64 (the block size) in the interesting octet (the fourth octet)
allows you to calculate the remaining subnets, resulting in the following
subnets:

192.168.0.0
192.168.0.64
192.168.0.128
192.168.0.192

The directed broadcast addresses for each of the preceding subnets can be cal-
culated by adding 63 (that is, one less than the block size) to the interesting octet
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for each subnet address. Excluding the subnet addresses and directed broadcast

addresses, you can calculate a range of usable addresses, the results of which are
seen in Table 5-27.

Table 5-27 Usable IP Address Ranges for the 192.168.0.0/26 Subnets

Subnet Address Directed Broadcast Address  Usable IP Addresses
192.168.0.0 192.168.0.63 192.168.0.1-192.168.0.62
192.168.0.64 192.168.0.127 192.168.0.65-192.168.0.126
192.168.0.128 192.168.0.191 192.168.0.129-192.168.0.190
192.168.0.192 192.168.0.255 192.168.0.193-192.168.0.254

Advanced Subnetting Practice: Exercise 2
Using a separate sheet of paper, solve the following scenario:

The network shown in Figure 5-18 has subnetted the 172.16.0.0/16 network by
using a 20-bit subnet mask. Notice that two VLANSs (two subnets) are configured,
however, one of the client PCs is assigned an IP address that is not in that PC’s
VLAN. Which client PC is assigned an incorrect IP address?

172.16.80.2/20 172.16.206.5/20

-

Client 1

Client 3

— 7Y

-
172.16.90.255/20 . - 172.16.208.255/20

=

172.16.95.7/20 172.16.223.1/20
VLAN A VLAN B

Figure 5-18 Topology for Advanced Subnetting Practice: Exercise 2
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Advanced Subnetting Practice: Exercise 2 Solution

To determine which client PC is assigned an IP address outside of its local VLAN,
you need to determine the subnets created by the 20-bit subnet mask applied to the
172.16.0.0/16 network:

1. The interesting octet for a 20-bit subnet mask is the third octet because the
third octet is the last octet to contain a 1 in the 20-bit subnet mask (11111111.
11111111.11110000.00000000, which could also be written as 255.255.240.0).

2. The decimal value of the third octet in the subnet mask is 240. Therefore, the
block size is 16 (256 — 240 = 16).

3. The first 172.16.0.0/20 subnet is 172.16.0.0 (172.16.0.0/20 with the 4 bor-
rowed bits in the third octet set to 0).

4. Beginning with the first subnet of 172.16.0.0/20 and counting by the block
size of 16 in the interesting octet yields the following subnets:

172.16.0.0/20
172.16.16.0/20
172.16.32.0/20
172.16.48.0/20
172.16.64.0/20
172.16.80.0/20
172.16.96.0/20
172.16.112.0/20
172.16.128.0/20
172.16.144.0/20
172.16.160.0/20
172.16.176.0/20
172.16.192.0/20
172.16.208.0/20
172.16.224.0/20
172.16.240.0/20
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Based on the IP addresses of the router interfaces, you can figure out the subnets
for VLAN A and VLAN B. Specifically, the router interface in VLAN A has an

IP address of 172.16.90.255/20. Based on the previous listing of subnets, you can
determine that this interface resides in the 172.16.80.0/20 network, whose range

of usable addresses is 172.16.80.1-172.16.95.254. Then you can examine the IP
addresses of Client 1 and Client 2 to determine whether their IP addresses reside in
that range of usable addresses.

Similarly, for VLAN B, the router’s interface has an IP address of
172.16.208.255/20. Based on the previous subnet listing, you notice that this
interface has an IP address that is part of the 172.16.208.0/20 subnet. As you did
for VLAN A, you can check the IP address of Client 3 and Client 4 to decide
whether their IP addresses live in VLAN B’s range of usable IP addresses (that is,
172.16.208.1-172.16.223.254).

Table 5-28 shows these comparisons.

Table 5-28 |P Address Comparison for Advanced Subnetting Practice: Exercise 2

Client VLAN Range of Usable Addresses Client IP Is Client in Range of
Address Usable Addresses?

Client 1 A 172.16.80.1-172.16.95.254 172.16.80.2 Yes

Client 2 A 172.16.80.1-172.16.95.254 172.16.95.7 Yes

Client 3 B 172.16.208.1-172.16.223.254  172.16.206.5 No

Client 4 B 172.16.208.1-172.16.223.254  172.16.223.1  Yes

The comparison in Table 5-28 reveals that Client 3 (with an IP address of
172.16.206.5) does not have an IP address in VLAN B’s subnet (with a usable
address range of 172.16.208.1-172.16.223.254).

Additional Practice

If you want to continue practicing these concepts, make up your own subnet mask
and apply it to a classful network of your choosing. Then you can calculate the cre-
ated subnets, the directed broadcast IP address for each subnet, and the range of
usable IP addresses for each subnet.

To check your work, you can use a subnet calculator. An example of such a calcula-
tor is the free IP Address Manager available for download from http://www.solar-
winds.com/downloads, as shown in Figure 5-19.
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17216.63.255
172.16.79.255
172.16.95.255
1T2.18.111.268
172.18.127.258
172.16.143.288
172.18.150.255
17216175255
1T2.16.181.255
172.16.207.255
17216223255
172.18.239.255
172.16.255.255

Figure 5-19 Free IP Address Manager

NOTE As you read through different networking literature, you might come across
other approaches to performing subnetting. Various shortcuts exist (including the
one presented in this chapter), and some approaches involve much more binary math.
The purpose of this section was not to be an exhaustive treatment of all available
subnetting methods, but to provide a quick and easy approach to performing subnet

calculations in the real world and on the Network+ certification exam.

Classless Interdomain Routing

Whereas subnetting is the process of extending a classful subnet mask (that is,
adding 1s to a classful mask), classless interdomain routing (CIDR) does just the
opposite. Specifically, CIDR shortens a classful subnet mask by removing 1s from
the classful mask. As a result, CIDR allows contiguous classful networks to be aggre-
gated. This process is sometimes called route aggregation.

A typical use of CIDR is a service provider summarizing multiple Class C networks,
assigned to their various customers. For example, imagine that a service provider is
responsible for advertising the following Class C networks:

192.168.32.0/24
192.168.33.0/24
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192.168.34.0/24
192.168.35.0/24

The service provider could advertise all four networks with a single route advertise-
ment of 192.168.32.0/22. To calculate this advertisement, convert the values in the
third octet (that is, the octet where the values start to differ) to binary, as shown in
Figure 5-20. Then determine how many bits the networks have in common. The
number of common bits then becomes the number of bits in the CIDR mask.

191

Network 18t Octet 2nd QOctet 3rd Octet 4th Octet
Address

192.168.32.0 11000000 10101000 001000/00 00000000
192.168.33.0 11000000 10101000 001000/01 00000000
192.168.34.0 11000000 10101000 00100010 00000000
192.168.35.0 11000000 10101000 001000(11 00000000

(6

J

g

All Networks Have 22 Bits in Common

Figure 5-20 CIDR Calculation Example

Because all four of the network addresses have the first 22 bits in common, and
because setting the remaining bits to 0 (11000000.10101000.00100000.0000000

0) creates a network address of 192.168.32.0, these networks can be summarized as
192.168.32.0/22.

IP Version 6

With the global proliferation of IP-based networks, available IPv4 addresses are
rapidly becoming extinct. Fortunately, IPv6 provides enough IP addresses for many
generations to come. This section introduces IPv6’s address structure and discusses
some of its unique characteristics.

Need for IPv6

With the worldwide depletion of IP Version 4 (IPv4) addresses, many organizations
have migrated, are in the process of migrating, or are considering migrating their
IPv4 addresses to IPv6 addresses. IPv6 dramatically increases the number of avail-
able IP addresses. In fact, IPv6 offers approximately 5 * 10?8 IP addresses for each
person on the planet.
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Beyond the increased address space, IPv6 offers many other features:
= Simplified header:
m [Pv4 header uses 12 fields.
m [Pv6 header uses five fields.

m No broadcasts.
® No fragmentation (performs MTU discovery for each session).
m Can coexist with IPv4 during a transition.

® Dual stack (running IPv4 and IPv6 simultaneously on a network inter-
face or device).

m [Pv6 over IPv4 (tunneling IPv6 over an IPv4 tunnel).

Even if you are designing a network based on IPv4 addressing, a good practice is to
consider how readily an IPv6 addressing scheme could be overlaid on that network
at some point in the future. Using Teredo tunneling, an IPv6 host could provide
IPv6 connectivity even when the host is directly connected to an IPv4-only net-
work. Miredo is a client that can be used to implement the Teredo protocol and is
included in many versions of Linux. IPv6/IPv4 tunneling is often referred to as 6to4
or 4t06 tunneling, depending on which protocol is being tunneled (IPv4 or IPv6).
These are just some of the many tunneling mechanisms devised to ensure a smooth
transition from IPv4 to IPv6. In fact, thanks to dual stack and tunneling features, it
is very unlikely that you will see IPv4 ever completely go away in your lifetime.

IPv6 Address Structure

An IPv6 address has the following address format, where X = a hexadecimal digit in
the range of 0 to F:

XXXXEXXXX XXX X XXXX X XXX XXX XXX XX XX XX

A hexadecimal digit is 4 bits in size (4 binary bits can represent 16 values). Notice
that an IPv6 address has eight fields, and each field contains four hexadecimal digits.
The following formula reveals why an IPv6 address is a 128-bit address:

4 bits per digit * 4 digits per field * 8 fields = 128 bits in an IPv6 address
IPv6 addresses can be difficult to work with because of their size. Fortunately, the
Topic

following rules exist for abbreviating these addresses:

m Leading Os in a field can be omitted.
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= Contiguous fields containing all Os can be represented with a double colon.
(Note that this can be done only once for a single IPv6 address.)

For example, consider the following IPv6 address:
ABCD:0123:4040:0000:0000:0000:000A:000B

Using the rules for abbreviation, the IPv6 address can be rewritten as follows:
ABCD:123:4040::A:B

Also, the Extended Unique Identifier (EUI-64) format can be used to cause a router

to automatically populate the low-order 64 bits of an IPv6 address based on an
interface’s MAC address.

IPv6 Address Types

The following are some of the many unique aspects to IPv6 addressing and many
interesting address types:

m [Pv6 globally routable unicast addresses start with the first four hex characters
in the range of 2000 to 3999.

® An IPv6 link-local address is also used on each IPv6 interface. The link-local
address begins with FE80.

m Multicast addresses begin with FF as the first two hex characters.

m JPv6 can use autoconfiguration to discover the current network and select a
host ID that is unique on that network. Automatic generation of a unique host
ID is made possible through a process known as EUI64, which uses the 48-bit
MAC address on the device to aid in the generation of the unique 64-bit host
ID. Notice that the autoconfiguration capabilities described here permit you
to create an IPv6 network free of DHCP-type services.

m JPv6 can also use a special version of DHCP for IPv6. Not surprisingly, this
version is called DHCPv6.

m The protocol that is used to discover the network address and learn the
Layer 2 address of neighbors on the same network is Neighbor Discovery
Protocol (NDP).

Key Neighbor Discovery Protocol is hugely important in IPv6. It defines five ICMPv6
Topic packet types for important jobs:

m Router Solicitation: Hosts inquire with Router Solicitation messages to
locate routers on an attached link.
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® Router Advertisement: Routers advertise their presence together with vari-
ous link and Internet parameters, either periodically or in response to a Router
Solicitation message.

= Neighbor Solicitation: Neighbor solicitations are used by nodes to determine
the link layer address of a neighbor, or to verify that a neighbor is still reach-
able via a cached link layer address.

m Neighbor Advertisement: Neighbor advertisements are used by nodes to
respond to a Neighbor Solicitation message.

m Redirect: Routers may inform hosts of a better first-hop router for a
destination.

IPv6 Data Flows
IPv6 has three types of data flows:
Topic m Unicast
m Multicast

m Anycast

The following sections summarize the characteristics of each address type.

Unicast

With unicast, a single IPv6 address is applied to a single interface, as illustrated in
Figure 5-21. The communication flow can be thought of as a one-to-one communi-
cation flow.

&

AAAA::2

@
Destination Address:

AAAA::1 AAAA::2

AAAA:4
Figure 5-21 IPv6 Unicast Example

In Figure 5-21, a server (AAAA::1) is sending traffic to a single client (AAAA::2).
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Multicast

With multicast, a single IPv6 address (a multicast group) can represent multiple
devices on a network, as shown in Figure 5-22. The communication flow is a one-
to-many communication flow.

Multicast Group: FF00::A

@
- Destination

AAAA:1 Address:
FF00::A

AAAA::4

Figure 5-22 |Pv6 Multicast Example

In Figure 5-22, a server (AAAA::1) is sending traffic to a multicast group (FF00::A).
Two clients (AAAA::2 and AAAA::3) have joined this group. Those clients receive
the traffic from the server, while any client that did not join the group (for example,
AAAA::4) does not receive the traffic.

Remember, IPv6 replaces broadcast behavior thanks to the “all nodes” multicast
group. This reserved address is FF01:0:0:0:0:0:0:1 (FF01::1). All IPv6 nodes join
this group, which represents a simple and efficient method for sending traffic to all
nodes.

Anycast

With anycast, a single IPv6 address is assigned to multiple devices, as depicted in
Figure 5-23. It is a one-to-nearest (from the perspective of a router’s routing table)
communication flow.
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AAAA::2

Server A =|

Destination Address:
AAAA::2 — 20

Server B =|
AAAA::1 -

AAAA::2

Figure 5-23 |Pv6 Anycast Example

In Figure 5-23, a client with an IPv6 address of AAAA::1 wants to send traffic to a
destination IPv6 address of AAAA::2. Notice that two servers (server A and server
B) have an IPv6 address of AAAA::2. In the figure, the traffic destined for AAAA::2
is sent to server A, via router R2, because the network on which server A resides
appears to be closer than the network on which server B resides, from the perspec-
tive of router R1’s IPv6 routing table.

Real-World Case Study

Acme, Inc. has decided to use private IP addresses for its internal LAN and for the
WAN. The company will use the private block of 10.0.0.0/8 and create subnets

to provide enough subnets to cover the number of VLANS it will be using on the
LANS at the headquarters site and at each of the remote offices. The association
between the Layer 2 VLANSs and the Layer 3 IP subnets will be one-to-one, with
each VLAN having its own subnet associated with it.

The company will have nine VLANSs and will use a couple subnets for the WAN
connections. For the VLANS, the company plans to use a network mask of /12,
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which will offer enough subnets to meet its needs based on the starting mask of /8
for the Class A private address of 10.0.0.0/8.

For the WAN connectivity Acme is purchasing from a service provider for connec-
tivity between the remote branch offices and the headquarters site, the company will
use masks of /30, which will allow for two hosts on each of the WAN connections.
This is enough for each device at the end of the point-to-point WAN connections.

To connect its LANSs to the Internet, Acme plans to use Network Address Transla-
tion (NAT), which is going to be performed by its service provider so that traffic
going to the Internet will appear to be coming from a globally routable IP address
and not from a private address (more about NAT in Chapter 6).

Summary
Here are the main topics covered in this chapter:

® The binary math tutorial gave you a basic understanding of why binary math is
necessary for working with subnet masks.

m The characteristics of IPv4 were presented, including IPv4’s address format
and a contrast of unicast, broadcast, and multicast data flows.

® You examined various approaches for assigning IP address information to net-

work devices. These approaches included static assignment, dynamic assign-
ment (BOOTP and DHCP), and APIPA (a Zeroconf component).

m Multiple examples and practice exercises were provided for various subnet
calculations.

m The characteristics of IPv6 were highlighted, including the IPv6 address for-
mat and IPv6 data flows (unicast, multicast, and anycast).

Exam Preparation Tasks

Review All the Key Topics

Review the most important topics from inside the chapter, noted with the Key
Topic icon in the outer margin of the page. Table 5-29 lists these key topics and the
page numbers where each is found.
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Table 5-29 Key Topics for Chapter 5

Key Topic Element  Description Page Number
Table 5-1 Binary conversion table 154
Section Converting a decimal number to a binary number 155
Figure 5-2 Dividing an IP address into a network portion anda 162
host portion
Table 5-19 IP address classes 163
Table 5-20 Private IP networks 164
List Basic functions of Zeroconf 175
Formula Number of assignable IP addresses in a subnet 176
Table 5-22 Dotted-decimal and prefix-notation representations 177
for IPv4 subnets
Table 5-23 Subnet octet values 178
Formula Number of created subnets 180
Formula Number of borrowed bits 180
Formula Number of host bits 180
Table 5-25 Number of subnets created by a specified number of 183
borrowed bits
Step list Steps for calculating subnets 184
Table 5-26 Number of supported hosts given a specified number 185
of host bits
Figure 5-20 CIDR calculation example 191
List Rules for abbreviating IPv6 addresses 192
List List of NDP packets 193
List Types of IPv6 data flows 194

Complete Tables and Lists from Memory

Print a copy of Appendix C, “Memory Tables,” or at least the section for this chap-
ter, and complete as many of the tables as possible from memory. Appendix D,
“Memory Tables Answer Key,” includes the completed tables and lists so you can

check your work.

From the Library of Frank Jefferson



Chapter 5: IPv4 and IPv6 Addresses 199

Define Key Terms

Define the following key terms from this chapter, and check your answers in the
Glossary:

classful masks, private IP addresses, loopback, octet, prefix notation, slash
notation, dotted-decimal notation, subnet mask, classful mask, default gateway,
VLSM, Bootstrap Protocol, Dynamic Host Configuration Protocol (DHCP),
Zeroconf, link-local IP address, Automatic Private IP Addressing, borrowed
bits, block size, classless interdomain routing (CIDR), unicast, multicast,
anycast, tunneling, dual stack, router advertisement, neighbor discovery,
DHCPv6, EUI64

Complete Chapter 5 Hands-On Labs in Network+
Simulator Lite

m [Pv4 Address Types
m Configuring a Client Network Adapter with an IPv4 Address

Additional Resources
Subnetting — Hosts Per Subnet: http://www.ajsnetworking.com/subnetting
Subnetting — What Mask to Use: http://www.ajsnetworking.com/subnetting2

Subnetting — “I Feel the Need, the Need for Speed”:
http://www.ajsnetworking.com/subnetting3

IPv6 Shortcuts: https://youtu.be/66XwxVELFIk
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Review Questions

The answers to these review questions appear in Appendix A, “Answers to Review
Questions.”

1. What s the binary representation of the decimal number 117?
a. 10110101
b. 01110101

10110110

d. 01101001

o

2, The binary number 10110100 has what decimal equivalent?
a. 114
b. 190

172

d. 180

o

3.  Whatis the class of IP address 10.1.2.3/24?
a. Class A
b. Class B

. Class C

. Class D

(2}

o

4.  What type of IPv4 address is 239.1.2.3?
a. Unicast
b. Experimental
c. Private use only

d. Multicast

5. Which of the following are dynamic approaches to assigning routable IP
addresses to networked devices? (Choose two.)

a. BOOTP
b. APIPA
. Zeroconf

. DHCP

(2}

[}
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6.  How many assignable IP addresses exist in the 172.16.1.10/27 network?
a. 30
b. 32
c. 14
d. 64

7.  Whatis the prefix notation for a subnet mask of 255.255.255.240?
a. /20
b. /24
c. /28
d. /29

8.  Your company has been assigned the 192.168.30.0/24 network for use at one
of its sites. You need to use a subnet mask that will accommodate seven sub-
nets while simultaneously accommodating the maximum number of hosts per
subnet. What subnet mask should you use?

a. /24
b. /26
c. /27
d. /28

9.  Aclient with an IP address of 172.16.18.5/18 belongs to what network?
a. 172.16.0.0/18
b. 172.16.64.0/18
c. 172.16.96.0/18
d. 172.16.128.0/18

10. How can the following IPv6 address be condensed?
2009:0123:4040:0000:0000:000:000A:100B
a. 2009::123:404:A:100B
b. 2009::123:404:A:1B
c. 2009:123:4040::A:100B
d. 2009:0123:4040::0::000A:100B
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11.  What technology allows for the automatic assignment of the host portion of
an IPv6 address?

a. Dual Stack

b. EUI64

c. Neighbor discovery
d. Anycast
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After completion of this chapter, you will be able to answer the following
questions:

m How are source and destination IP addresses used to route traffic through a
network?

m What are sources for routing information used to populate a router’s rout-
ing table?

m How do routed protocols differ from routing protocols?

® When multiple routing protocols know how to reach a destination network,
which route is chosen?

® When a single routing protocol knows of multiple routes to reach a destina-
tion network, how is the preferred path (or paths) chosen?

m What is the distinction between an Interior Gateway Protocol IGP) and an
Exterior Gateway Protocol (EGP)?

® What are the primary differences between distance-vector and link-state
routing protocols?

m What are the characteristics of the following routing protocols? Routing
Information Protocol (RIP), Open Shortest Path First (OSPF) protocol,
Intermediate System-to-Intermediate System (IS-IS) protocol, Enhanced
Interior Gateway Routing Protocol (EIGRP), and Border Gateway
Protocol (BGP)

®m How does Network Address Translation (NAT) perform IP address transla-
tion, and how do the Port Address Translation (PAT), Static NAT (SNAT),
and Dynamic NAT (DNAT) approaches to NAT differ?

m What protocols are used to route multicast traffic?
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CHAPTER 6

Routing IP Packets

In Chapter 5, “IPv4 and IPv6 Addresses,” you learned how Internet Protocol
(IP) networks can be divided into subnets. Each subnet is its own broadcast
domain, and the device that separates broadcast domains is a router (which

this text considers synonymous with a multilayer switch). A multilayer switch

is a network device that can perform the Layer 2 switching of frames as well as
the Layer 3 routing of IP packets. Multilayer switches generally use dedicated
chips to perform these functions and, as a result, may be faster than a traditional
router in forwarding packets.

For traffic to flow between subnets, that traffic has to be routed, which is a
router’s primary job. This chapter discusses how routing occurs and introduces
you to a variety of approaches for performing address translation. This chapter
concludes with a discussion of how devices route multicast traffic.

From the Library of Frank Jefferson



206 CompTIA Network+ N10-007 Cert Guide

Ke

Foundation Topics

Basic Routing Processes

T'o understand basic routing processes, consider Figure 6-1. In this topology, PC1
needs to send traffic to Serverl. Notice that these devices are on different networks.
Therefore, the question becomes, “How does a packet from a source IP address of
192.168.1.2 get routed to a destination IP address of 192.168.3.2?”

IP Address: 192.168.1.2/24 IP Address: 192.168.3.2/24
MAC Address: 1111.1111.1111 MAC Address: 2222.2222.2222
Default Gateway: 192.168.1.1 Default Gateway: 192.168.3.1
— s
Server1

ﬁ Fa 0/0 S Fa 0/0
192.168.1.1/24 192.168.2.1/30 s1n 192.168.3.1/24

AAAA AAAA AAAA 192.168.2.2/30 BBBB.BBBB.BBBB

Figure 6-1 Basic Routing Topology

It might help to walk through this process systematically:

Step1.  PCl compares its IP address and subnet mask of 192.168.1.2/24 with
the destination IP address and subnet mask of 192.168.3.2/24. PC1
concludes that the destination IP address resides on a remote subnet.
Therefore, PC1 needs to send the packet to its default gateway, which
could have been manually configured on PC1 or dynamically learned via
Dynamic Host Configuration Protocol (DHCP). In this example, PC1
has a default gateway of 192.168.1.1 (router R1). However, to construct
a Layer 2 frame, PC1 also needs the MAC address of its default gateway.
PC1 sends an Address Resolution Protocol (ARP) request for router R1’s
MAC address. After PC1 receives an ARP reply from router R1, PC1
adds router R1’s MAC address to its ARP cache. PC1 now sends its data
in a frame destined for Serverl, as shown in Figure 6-2.
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NOTE ARP is a broadcast-based protocol and, therefore, does not travel beyond the
local subnet of the sender.

IP Address: 192.168.1.2/24 i
MAC Address: 1111.1111.1111 IP Address: 192.168.3.2/24

Default Gateway: 192.168.1.1 MAC Address: 2222.2222.2222

s

ARP Request Servert

ARP Repl

= =~
Fa 0/0 ~ - s 1A . -
192.168.1.1/24 192.168.2.1/30 S 1/

|

Default Gateway: 192.168.3.1
PC1’s ARP Cache

192.168.1.1  AAAA.AAAA.AAAA

192.168.3.1/24
AAAA AAAA AAAA 192.168.2.2/30 BBBB.BBBB.BBBB

Data Frame

!

Source IP Address: 192.168.1.2

Source MAC Address: 1111.1111.1111
Destination IP Address: 192.168.3.2
Destination MAC Address: AAAA.AAAA.AAAA

Figure 6-2 Basic Routing: Step 1

Step 2.

Router R1 receives the frame sent from PC1 and interrogates the IP
header. An IP header contains a Time To Live (T'TL) field, which is
decremented once for each router hop. Therefore, router R1 decrements
the packet’s TTL field. If the value in the TTL field is reduced to 0, the
router discards the frame and sends a “time exceeded” Internet Control
Message Protocol (ICMP) message back to the source. Assuming the
TTL is not decremented to 0, router R1 checks its routing table to deter-
mine the best path to reach network 192.168.3.0/24. In this example,
router R1’s routing table has an entry stating that network 192.168.3.0/24
is accessible via interface Serial 1/1. Note that ARPs is not required for
serial interfaces because these interface types do not have MAC addresses.
Router R1, therefore, forwards the frame out of its Serial 1/1 interface, as
shown in Figure 6-3.
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IP Address: 192.168.1.2/24 IP Address: 192.168.3.2/24
MAC Address: 1111.1111.1111 MAC Address: 2222.2222.2222
Default Gateway: 192.168.1.1 Default Gateway: 192.168.3.1

Source IP Address: 192.168.1.2
Source MAC Address: N/A
Destination IP Address: 192.168.3.2
Destination MAC Address: N/A

Data Frame
Fa 0/0 S 11 Fa 0/0

192.168.1.1/24 192.168.2.1/30 S1/1 192.168.3.1/24
AAAA AAAA AAAA 192.168.2.2/30 BBBB.BBBB.BBBB

Serveri

Router R1’s Route Entry
192.168.3.0/24  Serial 1/1

Figure 6-3 Basic Routing: Step 2

Step3. When router R2 receives the frame, it decrements the TTL in the IP
header, just as router R1 did. Again, assuming the TTL did not get dec-
remented to 0, router R2 interrogates the IP header to determine the des-
tination network. In this case, the destination network of 192.168.3.0/24
is directly attached to router R2’s Fast Ethernet 0/0 interface. Similar
to the way PCI sent out an ARP request to determine the MAC address
of its default gateway, router R2 sends an ARP request to determine the
MAC address of Serverl. After an ARP reply is received from Serverl,
router R2 forwards the frame out of its Fast Ethernet 0/0 interface to
Serverl, as illustrated in Figure 6-4.

IP Address: 192.168.1.2/24 IP Address: 192.168.3.2/24
MAC Address: 1111.1111.1111 MAC Address: 2222.2222.2222
Default Gateway: 192.168.1.1 Default Gateway: 192.168.3.1

Router R2's ARP Cache ARP Request Serveri
192.168.3.2  2222.2222.2222
ARP Repl
A
Fa 0/0 s11 Fa 0/0
192.168.1.1/24 192.168.2.1/30 S 1A 192.168.3.1/24
AAAA AAAA AAAA 192.168.2.2/30 BBBB.BBBB.BBBB

Source IP Address: 192.168.1.2

Source MAC Address: BBBB.BBBB.BBBB
Destination IP Address: 192.168.3.2
Destination MAC Address: 2222.2222.2222

Figure 6-4 Basic Routing: Step 3
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The previous steps identified two router data structures:

m IP routing table: When a router needed to route an IP packet, it consulted
its IP routing table to find the best match. The best match is the route that has
the longest prefix. Specifically, a route entry with the longest prefix is the most
specific network. For example, imagine that a router has an entry for network
10.0.0.0/8 and for network 10.1.1.0/24. Also, imagine the router is seeking the
best match for a destination address of 10.1.1.1/24. The router would select
the 10.1.1.0/24 route entry as the best entry because that route entry has the
longest prefix (/24 is longer than /8, which is a more specific entry).

m Layer 3 to Layer 2 mapping: In the previous example, router R2’s ARP
cache contained Layer 3 to Layer 2 mapping information. Specifically, the
ARP cache had a mapping that said a MAC address of 2222.2222.2222 corre-
sponded to an IP address of 192.168.3.2.

As shown in the preceding example, routers rely on their internal routing table to
make packet-forwarding decisions. Therefore, at this point, a logical question is,
“How does a router’s routing table become populated with entries?” This is the
focus of the next section.

Sources of Routing Information

A router’s routing table can be populated from various sources. As an administrator,
you could statically configure a route entry. A route could be learned via a dynamic
routing protocol (for example, OSPF or EIGRP), or a router could know how to get
to a specific network, because the router is physically attached to that network.

Directly Connected Routes

One way for a router to know how to reach a specific destination network is by vir-
tue of the fact that the router has an interface directly participating in that network.
For example, consider Figure 6-5.
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=

Router R1’s Routing Table

192.168.1.0/24  FastEthernet 0/0

192.168.2.0/30  Serial 1/1 S1/0
10.1.1.1/30

Fa0l0 [ 2 s 1 . F—
192.168.1.1/24 192.168.2.1/30 sSii

192.168.2.2/30

Router R2’s Routing Table

10.1.1.0/30 Serial 1/0
192.168.2.0/30  Serial 1/1

Figure 6-5 Directly Connected Routes

In Figure 6-5, router R1’s routing table knows how to reach the 192.168.1.0/24 and
192.168.2.0/30 networks because router R1 has an interface physically attached to
each network. Similarly, router R2 has interfaces participating in the 10.1.1.0/30
and 192.168.2.0/30 networks and therefore knows how to reach those networks.
The entries currently shown to be in the routing tables of routers R1 and R2 are
called directly connected routes.

Static Routes

Routes can also be statically configured in a router’s routing table. Continuing to
expand on the previous example, consider router R1. As shown in Figure 6-6, router
R1 does not need knowledge of each route on the Internet. Specifically, router R1
already knows how to reach devices on its locally attached networks. All router R1
really needs to know at this point is how to get out to the rest of the world. As you
can see from Figure 6-6, any traffic destined for a nonlocal network (for example,
any of the networks available on the public Internet) can simply be sent to router
R2. Because R2 is the next router hop along the path to reach all those other net-
works, router R1 could be configured with a default static route, which says, “If traffic
is destined for a network not currently in the routing table, send that traffic out of
interface Serial 1/1.”
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NOTE A static route does not always reference a local interface. Instead, a static
route might point to a next-hop IP address (an interface’s IP address on the next
router to which traffic should be forwarded). The network address of a default route

is 0.0.0.0/0.

=

Router R1’s Routing Table

Connected 192.168.1.0/24  FastEthernet 0/0
Connected 192.168.2.0/30  Serial 1/1
Static 0.0.0.0/0 Serial 1/1 S1/0
10.1.1.1/30
~Z ~ 2
FaO/o~F‘—s1/1 — _
192.168.1.1/24 192.168.2.1/30 S1i

192.168.2.2/30

Connected
Connected
Static
Static

Figure 6-6 Static Routes

Router R2’s Routing Table

10.1.1.0/30 Serial 1/0
192.168.2.0/30  Serial 1/1
0.0.0.0/0 Serial 1/0
192.168.1.0/24  Serial 1/1

Similarly, router R2 can reach the Internet by sending traffic out of its Serial 1/0
interface. However, router R2 does need information about how to reach the
192.168.1.0/24 network available off of router R1. To educate router R2 as to how
this network can be reached, a static route, pointing to 192.168.1.0/24, can be stati-

cally added to router R2’s routing table.

Dynamic Routing Protocols

If you want to add routing information to routers in more complex networks, such
as the topology shown in Figure 6-7, static routing does not scale well. Fortunately,
a variety of dynamic routing protocols are available that allow a router’s routing
table to be updated as network conditions change.
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Figure 6-7 Dynamic Routes
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In Figure 6-7, router R2 is advertising a default route to its neighbors (routers R1,
R3, and R4). What happens if PC1 wants to send traffic to the Internet? PC1’s
default gateway is router R3, and router R3 has received three default routes. Which
one does it use?

Router R3’s path selection depends on the dynamic routing protocol being used. As
you see later in this chapter, a routing protocol such as Routing Information Proto-
col (RIP) would make the path selection based on the number of routers that must
be used to reach the Internet (that is, hop count). Based on the topology presented,
router R3 would select the 128Kbps link (where Kbps stands for kilobits per second,
meaning thousands of bits per second) connecting to router R2 because the Internet
would be only one hop away. If router R3 had instead selected a path pointing to
either router R1 or R4, the Internet would be two hops away.

However, based on the link bandwidths, you can see that the path from router R3

to router R2 is suboptimal. Unfortunately, RIP does not consider available band-
width when making its route selection. Some other protocols, such as Open Shortest
Path First (OSPF), can consider available bandwidth when making their routing
decisions.

Dynamic routes also allow a router to reroute around a failed link. For example, in
Figure 6-8, router R3 had preferred to reach the Internet via router R4. However,
the link between routers R3 and R4 went down. Thanks to a dynamic routing pro-
tocol, router R3 knows of two other paths to reach the Internet, and it selects the
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next-best path, which is via router R1 in this example. You call this process of failing
over from one route to a backup route convergence.

1.544 Mbps

o 256 kbps >

|l
I

)
X
5
\'L

100 Mbps 512 kbps

Default Route

1
Gops Fast

Ethernet
0/0
i

= 10 Mbpss o> ~0
1 Gbps ‘ Ethernet . ‘
1/0

Router R3's Routing Table (Original) Router R3’s Routing Table (After Convergence)

Dynamic  0.0.0.0/0  Ethernet 1/0 :> Dynamic  0.0.0.0/0  Fast Ethernet 0/0

Figure 6-8 Route Redundancy

Routing Protocol Characteristics

Before examining the characteristics of routing protocols, an important distinction
to make is the difference between a routing protocol and a routed protocol. A routing
protocol (for example, RIP, OSPF, or EIGRP) is a protocol that advertises route
information between routers.

Conversely, a routed protocol is a protocol with an addressing scheme (for example,
IP) that defines different network addresses. Traffic can then be routed between
defined networks, perhaps with the assistance of a routing protocol.

"This section looks at routing protocol characteristics, such as how believable a rout-
ing protocol is versus other routing protocols. In addition, in the presence of mul-
tiple routes, different routing protocols use different metrics to determine the best
path. A distinction is made between Interior Gateway Protocols (IGPs) and Exterior
Gateway Protocols (EGPs). Finally, this section discusses different approaches to
making route advertisements.
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Believability of a Route

If a network is running more than one routing protocol (maybe as a result of a
corporate merger), and a router receives two route advertisements from different
routing protocols for the same network, which route advertisement does the router
believe? Interestingly, some routing protocols are considered to be more believable
that others. An example would be a Cisco router considering EIGRP to be more
believable than RIP.

The index of believability is called administrative distance (AD). Table 6-1 shows the

AD for various sources of routing information. Note that lower AD values are more
believable than higher AD values.

Key_ Table 6-1 Administrative Distance
Topic

Routing Information Source Administrative Distance
Directly connected network 0

Statically configured network 1

EIGRP 90

OSPF 110

RIP 120

External EIGRP 170

Unknown of unbelievable 255 (considered to be unreachable)
Metrics

Some networks might be reachable via more than one path. If a routing protocol
knows of multiple paths to reach such a network, which route (or routes) does the
routing protocol select? Actually, it varies depending on the routing protocol and
what that routing protocol uses as a metric (a value assigned to a route). Lower met-
rics are preferred over higher metrics.

If a routing protocol knows of more than one route to reach a destination network
and those routes have equal metrics, some routing protocols support load balanc-
ing across equal-cost paths. EIGRP can even be configured to load-balance across
unequal-cost paths.

Different routing protocols can use different parameters in their calculation of a
metric. The specific parameters used for a variety of routing protocols are presented
later in this chapter.
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Routing protocols can also be categorized based on the scope of their operation.
Interior Gateway Protocols (IGPs) operate within an autonomous system, where an
autonomous system is a network under a single administrative control. Conversely,
Exterior Gateway Protocols (EGPs) operate between autonomous systems.

Consider Figure 6-9. Routers R1 and R2 are in one autonomous system (AS 65002),
and routers R3 and R4 are in another autonomous system (AS 65003). Within those
autonomous systems, an IGP is used to exchange routing information. However,
router ISP1 is a router in a separate autonomous system (AS 65001) run by a service
provider. An EGP (typically, Border Gateway Protocol) is used to exchange rout-
ing information between the service provider’s autonomous system and each of the

other autonomous systems.

Ke

EGP
(for example, BGP)

AS 65001

’\,'\f — 7

Ca i?|i

7 z
~ 20 —~

Nl N
IGP IGP
(for example, RIP, OSPF, (for example, RIP, OSPF,
IS-IS, or EIGRP) IS-IS, or EIGRP)
AS 65002 AS 65003

Figure 6-9 |GPs Versus EGPs

Route Advertisement Method

Another characteristic of a routing protocol is how it receives, advertises, and stores
routing information. The two fundamental approaches are distance vector and link state.
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Distance Vector

A distance-vector routing protocol sends a full copy of its routing table to its directly
attached neighbors. This is a periodic advertisement, meaning that even if there
have been no topological changes, a distance-vector routing protocol will, at regular
intervals, advertise again its full routing table to its neighbors.

Obviously, this periodic advertisement of redundant information is inefficient. Ide-
ally, you want a full exchange of route information to occur only once and subse-
quent updates to be triggered by topological changes.

Another drawback to distance-vector routing protocols is the time they take to
converge, which is the time required for all routers to update their routing table in
response to a topological change in a network. Ho/d-down timers can speed the con-
vergence process. After a router makes a change to a route entry, a hold-down timer
prevents any subsequent updates for a specified period of time. This approach helps
stop flapping routes (which are routes that oscillate between being available and
unavailable) from preventing convergence.

Yet another issue with distance-vector routing protocols is the potential of a routing
loop. To illustrate, consider Figure 6-10. In this topology, the metric being used is
hop count, which is the number of routers that must be crossed to reach a network.
As one example, router R3’s routing table has a route entry for network 10.1.1.0/24
available off router R1. For router R3 to reach that network, two routers must be
transited (routers R2 and R1). As a result, network 10.1.1.0/24 appears in router
R3’s routing table with a metric (hop count) of 2.

Ethernet 1/0 Ethernet 1/0
S 10.1.2.0/24 > 10.1.3.0/24 > ;N
g ’\}1 Serial 0/0 (o~ F— Serial 0/0 (=52 S
2 Serial 0/0 ‘ F‘W‘ 3
s s
Router R2’s Routing Table Router R3’s Routing Table
10.1.1.0/24 S 0/0 1 10.1.1.0/24 S 0/0 2
10.1.2.0/24 S 0/0 0 10.1.2.0/24 S 0/0 1
10.1.3.0/24 Son 0 10.1.3.0/24 S 0/0
10.1.4.0/24 son 1 10.1.4.0/24 E 1/0

Figure 6-10 Routing Loop: Before Link Failure

Continuing with the example, imagine that interface Ethernet 1/0 on router R3 goes
down. As shown in Figure 6-11, router R3 loses its directly connected route (with a
metric of 0) to network 10.1.4.0/24. However, router R2 had a route to 10.1.4.0/24
in its routing table (with a metric of 1), and this route was advertised to router R3.
Router R3 adds this entry for 10.1.4.0 to its routing table and increments the metric
by 1.
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Ethernet 1/0 Ethernet 1/0

S 7 10.1.2.0/2 10.1.3.0/24 7

N o Serial 0/0 Serial 0/0 (5o~ =—

S

Router R2’s Routing Table Router R3’s Routing Table
10.1.1.0/24 S 0/0 1 10.1.1.0/24 S 0/0 2
10.1.2.0/24 S 0/0 0 10.1.2.0/24 S 0/0 1
10.1.3.0/24 S o0/1 0 10.1.3.0/24 S 0/0 0
10.1.4.0/24 Son 1 —40-t+40/24—EHO—6—
10.1.4.0/24 S 0/0 2

Figure 6-11 Routing Loop: After Link Failure

The problem with this scenario is that the 10.1.4.0/24 entry in router R2’s routing
table was due to an advertisement router R2 received from router R3. Now, router
R3 is relying on that route, which is no longer valid. The routing loop continues as
router R3 advertises its newly learned route of 10.1.4.0/24 with a metric of 2 to its
neighbor, router R2. Because router R2 originally learned the 10.1.4.0/24 network
from router R3, when it sees router R2 advertising that same route with a metric
of 2, the network gets updated in router R2’s routing table to have a metric of 3, as
shown in Figure 6-12.

Ethernet 1/0 Ethernet 1/0

N 10.1.2.0/2 10.1.3.0/24

g /\};L Serial 0/0 Serial 0/0 /\};L

= Serial 0/0 . —Senalcml‘

s

Router R2’s Routing Table Router R3’s Routing Table
10.1.1.0/24 So0/0 1 10.1.1.0/24 S 0/0 2
10.1.2.0/24 S 0/0 0 10.1.2.0/24 S 0/0 1
10.1.3.0/24 son 0 10.1.3.0/24 S 0/0 0
—o 46— S5 ——t— 10 14-6/24 B0 ©

10.1.4.0/24 son 3 10.1.4.0/24 S 0/0 2

Figure 6-12 Routing Loop: Routers R2 and R3 Incrementing the Metric for 10.1.4.0/24

The metric for the 10.1.4.0/24 network continues to increment in the routing tables
for both routers R2 and R3, until the metric reaches a value considered to be an
unreachable value (for example, 16 in the case of RIP). This process is referred to as
a routing loop.
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Key Distance;—vector routing protocols typically use one of two approaches for prevent-
Topic ing routing loops:

m Split horizon: The split-horizon feature prevents a route learned on one
interface from being advertised back out of that same interface.

= Poison reverse: The poison-reverse feature causes a route received on one
interface to be advertised back out of that same interface with a metric consid-
ered to be infinite.

Having either approach applied to the previous example would have prevented
router R3 from adding the 10.1.4.0/24 network into its routing table based on an
advertisement from router R2.

Link State

Rather than having neighboring routers exchange their full routing tables with one
another, a /ink-state routing protocol allows routers to build a topological map of
the network. Then, similar to a global positioning system (GPS) in a car, a router
can execute an algorithm to calculate an optimal path (or paths) to a destination
network.

Routers send link-state advertisements (LSAs) to advertise the networks they know
how to reach. Routers then use those LSAs to construct the topological map of a
network. The algorithm that runs against this topological map is Dijkstra’s shortest
path first algorithm.

Unlike distance-vector routing protocols, link-state routing protocols exchange full
routing information only when two routers initially form their adjacency. Then
routing updates are sent in response to changes in the network, as opposed to being
sent periodically. Also, link-state routing protocols benefit from shorter conver-
gence times, as compared to distance-vector routing protocols.

Routing Protocol Examples

Key Now that you understand some of the characteristics that distinguish one routing
Topic protocol from another, this section contrasts some of the most popular routing pro-
tocols found in modern networks:

= Routing Information Protocol (RIP): A distance-vector routing protocol
that uses a metric of hop count. The maximum number of hops between two
routers in an RIP-based network is 15. Therefore, a hop count of 16 is consid-
ered to be infinite. Also, RIP is an IGP.
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® Open Shortest Path First (OSPF): A link-state routing protocol that
uses a metric of cost, which is based on the link speed between two rout-
ers. OSPF is a popular IGP because of its scalability, fast convergence, and
vendor-interoperability.

m Intermediate System-to-Intermediate System (IS-IS): This link-state
routing protocol is similar in its operation to OSPF. It uses a configurable, yet
dimensionless, metric associated with an interface and runs Dijkstra’s short-
est path first algorithm. Although IS-IS as an IGP offers the scalability, fast
convergence, and vendor-interoperability benefits of OSPF, it has not been as
widely deployed as OSPF.

m Enhanced Interior Gateway Routing Protocol (EIGRP): EIGRP is a Cisco
proprietary protocol. It is popular in Cisco-only networks, but less popular in
mixed-vendor environments. Like OSPF, EIGRP is an IGP with fast conver-
gence and is very scalable. EIGRP is more challenging to classify as a distance-
vector or a link-state routing protocol.

By default, EIGRP uses bandwidth and delay in its metric calculation; how-
ever, other parameters can be considered. These optional parameters include
reliability, load, and maximum transmission unit (MTU) size. Using delay as
part of the metric, EIGRP can take into consideration the latency caused from

the slowest links in the path.

Some literature calls EIGRP an advanced distance-vector routing protocol, and
some literature calls it a hybrid routing protocol (mixing characteristics of
both distance-vector and link-state routing protocols). EIGRP uses informa-
tion from its neighbors to help it select an optimal route (like distance-vector
routing protocols). However, EIGRP also maintains a database of topological
information (like a link-state routing protocol). The algorithm EIGRP uses
for its route selection is not Dijkstra’s shortest path first algorithm. Instead,
EIGRP uses diffusing update algorithm (DUAL).

= Border Gateway Protocol (BGP): The only EGP in widespread use today.
In fact, BGP is considered to be the routing protocol that runs the Internet,
which is an interconnection of multiple autonomous systems. Although some
literature classifies BGP as a distance-vector routing protocol, it can more
accurately be described as a path-vector routing protocol, meaning that it can
use as its metric the number of autonomous system hops that must be transited
to reach a destination network, as opposed to a number of required router
hops. BGP’s path selection is not solely based on autonomous system hops,
however. BGP has a variety of other parameters that it can consider. Interest-
ingly, none of those parameters are based on link speed. In addition, although
BGP is incredibly scalable, it does not quickly converge in the event of a topo-
logical change.
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A network can simultaneously support more than one routing protocol through the
process of route redistribution. For example, a router could have one of its interfaces
participating in an OSPF area of the network and have another interface participat-
ing in an EIGRP area of the network. This router could then take routes learned via
OSPF and inject those routes into the EIGRP routing process. Similarly, EIGRP-
learned routes could be redistributed into the OSPF routing process.

Address Translation

As described in Chapter 5, some IP addresses are routable through the public Inter-
net, and other IP addresses are considered private and are intended for use within

an organization. Network Address Translation (NAT) allows private IP addresses (as
defined in RFC 1918) to be translated into Internet-routable IP addresses (public IP
addresses). This section examines the operation of basic NAT and a variant called Port
Address Translation (PAT). Address translation can also be done for specific ports associ-
ated with an IP address. When this is done, it’s often referred to as port forwarding.

NAT

Consider Figure 6-13, which shows a basic NAT topology. Note that, even though
the IP networks of 172.16.1.0/24 and 192.168.1.0/24 are actually private IP net-
works, for this discussion, assume that they are publicly routable IP addresses. The
reason for the use of these private IP addresses to represent public IP addresses is to

avoid using an entity’s registered IP addresses in the example.

T°p|c — | Inside

Outside

10.1.1.100/24

-

S0/0
172.16.1.100/24

Server
192.168.1.1

Client 2 Router R1’s NAT Translation Table
10.1.1.2
10.1.1.1 172.16.1.101
10.1.1.2 172.16.1.102

Figure 6-13 Basic NAT Topology
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In Figure 6-13’s topology, two clients with private IP addresses of 10.1.1.1 and
10.1.1.2 want to communicate with a web server on the public Internet. The server’s
IP address is 192.168.1.1. Router R1 is configured for NAT. As an example, router
R1 takes packets coming from 10.1.1.1 destined for 192.168.1.1 and changes the
source IP address in the packets’ headers to 172.16.1.101 (which we assume is a
publicly routable IP address for the purposes of this discussion). When the server at
IP address 192.168.1.1 receives traffic from the client, the server’s return traffic is
sent to a destination address of 172.16.1.101. When router R1 receives traffic from
the outside network destined for 172.16.1.101, the router translates the destination
IP address to 10.1.1.1 and forwards the traffic to the inside network, where client 1
receives the traffic. Similarly, client 2’s IP address of 10.1.1.2 is translated into an IP
address of 172.16.1.102.

Table 6-2 introduces the terminology used when describing the various IP addresses
involved in a translation.

Key Table 6-2 Names of NAT IP Addresses
Topic

NAT IP Address Definition

Inside local A private IP address referencing an inside device
Inside global A public IP address referencing an inside device
Outside local A private IP address referencing an outside device
Outside global A public IP address referencing an outside device

As a memory aid, remember that inside always refers to an inside device (source), and
outside always refers to an outside device (destination). Also, think of the word Jocal
being similar to the Spanish word /oco, meaning crazy. That is what a local address
could be thought of. It is a crazy, made-up address (a private IP address that is not
routable on the Internet). Finally, let the g in global remind you of the g in good,
because a global address is a good (routable on the Internet) IP address.

Based on these definitions, Table 6-3 categorizes the IP addresses previously shown
in Figure 6-13.

Table 6-3 Classifying the NAT IP Addresses in Figure 6-13

NAT IP Address NAT IP Address Type
Inside local 10.1.1.1

Inside local 10.1.1.2

Inside global 172.16.1.101
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NAT IP Address NAT IP Address Type
Inside global 172.16.1.102

Outside local None

Outside global 192.168.1.1

NAT does not always have to be between private and public addresses. For example,
NAT could be implemented between two private address ranges or two public
address ranges as well.

Whether an inside local address is randomly assigned an inside global address from
Key
Topic a pool of available addresses or is assigned an address from a static configuration
determines the type of NAT you are using. These two approaches to NAT are
called DNAT and SNAT:

= DNAT: In the preceding example, the inside local addresses were auto-
matically assigned an inside global address from a pool of available public
addresses. This approach to NAT is referred to as Dynamic NAT (DNAT).
This is often referred to as “many-to-many,” as many inside local users (a net-
work) are mapped to a pool of inside global addresses.

m SNAT: Sometimes, you want to statically configure the inside global address
assigned to a specific device inside your network. For example, you might
have an email server inside your company, and you want other email servers
on the Internet to send email messages to your server. Those email servers on
the Internet need to point to a specific IP address, not one that was randomly
picked from a pool of available IP addresses. In such a case, you can statically
configure the mapping of an inside local address (the IP address of your inter-
nal email server) to an inside global address (the IP address to which email
servers on the Internet will send email for your company). This approach to
NAT is referred to as Static NAT (SNAT). This is often called a “many-to-
one” mapping.

PAT

A challenge with basic NAT, however, is that there is a one-to-one mapping of
inside local addresses to inside global addresses, meaning that a company would
need as many publicly routable IP addresses as it had internal devices needing IP
addresses. This does not scale well because, often, a service provider will provide a
customer with only a single IP address or a small block of IP addresses.

Fortunately, many routers support Port Address Translation (PAT), which allows
multiple inside local addresses to share a single inside global address (a single
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publicly routable IP address). For this reason PAT is referred to as “many-to-one.”
In Chapter 2, “The OSI Reference Model,” you learned about how IP communica-
tions rely on port numbers. As a review, when a client sends an IP packet, not only
does that packet have a source and destination IP address, it has a source and desti-
nation port number. PAT leverages these port numbers to track separate communi-
cation flows.

For instance, consider Figure 6-14. Unlike the example shown in Figure 6-13, in
which each inside local address was translated to its own inside global address, the
example shown in Figure 6-14 has only one inside global address. This single inside
global address is shared among all the devices inside a network. The different com-
munication flows are kept separate in router R1’s NAT translation table by consid-
ering port numbers.

a
Topic - Inside Outside

Fa1/0 S0/0
10.1.1.100/24 172.16.1.100/24
0 00/ ,.\,\J:;:\ 6.1.100/.

NAT-Enabled Server
Router 192.168.1.1

-

Client 2

10.1.1.2 Router R1’s NAT Translation Table
10.1.1.1:1025 172.16.1.100:2025
10.1.1.2:1050 172.16.1.100:2050

Figure 6-14 PAT Topology

When client 1 sends a packet to the web server (with an IP address of 192.168.1.1),
the client’s ephemeral port number (its source port selected, which is greater

than 1023) is 1025. Router R1 notes that port number and translates the inside
local address of 10.1.1.1 with a port number of 1025 to an inside global address of
172.16.1.100 with a port number of 2025. When client 2 sends a packet to the same
web server, its inside local address of 10.1.1.2 with a port number of 1050 is trans-
lated into an inside global address of 172.16.1.100 with a port number of 2050.

Notice that both client 1 and client 2 had their inside local addresses translated into
the same inside global address of 172.16.1.100. Therefore, when the web server
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sends packets back to client 1 and client 2, those packets are destined for the same
IP address (172.16.1.100). However, when router R1 receives those packets, it
knows to which client each packet should be forwarded based on the destination
port number. For example, if a packet from the web server (192.168.1.1) arrived at
router R1 with a destination IP address of 172.16.1.100 and a destination port num-
ber of 2050, router R1 would translate the destination IP address to 10.1.1.2 with a
port number of 1050, which would be forwarded to client 2.

Multicast Routing

Chapter 5 introduced the concept of multicast transmission, where a multicast
sender could send traffic destined for a Class D IP address, known as a multicast
group, and devices on a network wanting to receive that transmission could join that
multicast group. Now consider how a client joins a multicast group and how routers
route multicast traffic. Keep in mind that one of the main goals with multicast traf-
fic is to send that traffic only to devices in a network wanting to receive that traffic.
Two primary protocols used for multicast are Internet Group Management Proto-
col (IGMP) and Protocol Independent Multicast (PIM).

NOTE A surprising amount of networking literature incorrectly states that IGMP
stands for Internet Group Multicast Protocol.

IGMP

The protocol used between clients (for example, PCs) and routers to let routers
know which of their interfaces have multicast receivers attached is IGMP. Although
three versions of IGMP exist (as described in the list that follows), only two versions
(version 1 and version 2) are in wide-scale deployment:

m IGMP Version 1 IGMPv1): When a PC wants to join a multicast group, it
sends an IGMP report message to its router, letting the router know it wants
to receive traffic for a specific group. Every 60 seconds, by default, the router
sends an IGMP query message to determine if the PC still wants to belong
to the group. There can be up to a 3-minute delay before a router realizes

the receiver left the group. The destination address of this router query is
224.0.0.1, which addresses all IP multicast hosts.

m JGMP Version 2 IGMPv2): Similar to IGMPv1, except IGMP version 2
can send queries to a specific group and support a leave message. Specifically, a
receiver can proactively send a leave message when it no longer wants to par-

ticipate in a multicast group, allowing the router to prune its interface earlier
than it would have with IGMPvl1.
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= IGMP Version 3 IGMPv3): Adds a feature called source-specific multicast
(SSM), which allows a client to request traffic not only destined for a particu-
lar multicast group but also sourced from a specific server. For example, you
could have multiple video servers streaming different video streams, all des-
tined for the same multicast group. However, when a client joins that group,
with SSM (as supported by IGMPv3), that client could request that it only
receive traffic sourced from a specific server. This would provide support for
multiple multicast sessions while consuming only one Class D IP address.

Consider Figure 6-15, which shows a basic multicast topology. Of the three PCs
on the network, only PC2 wants to receive the multicast traffic. How do the switch
and router know to only forward traffic out ports leading to PC2 (the multicast
receiver)?

Non-Receiver

Key

Topic

Traffic Destined for

o 239.1'.2.3 =|
5 .—4 -------------------- -

Multicast Source

IGMP Join Message for h
239.1.2.3
> >

Switch with
IGMP Snooping

= 4

Multicast Receiver Non-Receiver

Figure 6-15 Multicast Receiver Joining a Multicast Group

PC2 indicates it wants to belong to the multicast group of 239.1.2.3 by sending an
IGMP join message to its default gateway. The switch through which the IGMP
join message passes is enabled with the IGMP snooping feature, which allows the
switch to eavesdrop on the IGMP join message and determine the multicast group
that PC2 wants to join. Then, in the future, when the switch receives traffic from
the router destined for 239.1.2.3, the switch will only forward those packets out the
port connected to PC2.
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When the router receives the IGMP join message from PC2, it knows that it should
only forward traffic destined for 239.1.2.3 out the interface on which a IGMP join
message was received. As a result, when the multicast source sends a stream of traf-
fic, that traffic is only forwarded out the router port and the switch port leading to
PC2, as shown in Figure 6-16.

Non-receiver

Traffic Destined for
239.1.2.3

_— =

Multicast Source

. 2 o>
Switch with
IGMP Snooping
Multicast Receiver Non-Receiver

Figure 6-16 Multicast Traffic Only Being Forwarded to the Multicast Receiver

PIM

Although IGMP allows a multicast receiver to join a multicast group, there is still
a need for a multicast routing protocol, which routes multicast traffic between
multicast-enabled routers. The most popular multicast routing protocol is PIM.
PIM’s main purpose is to form a multicast distribution tree, which is the path (or
paths) over which multicast traffic flows. PIM has two modes of operation: PIM
dense mode (PIM-DM) and PIM sparse mode (PIM-SM).
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PIM-DM

PIM-DM uses a source distribution tree, meaning that an optimal path is formed
between the source router in a multicast network (that is, the router closest to the
multicast sender) and each last-hop router (the router closest to each multicast
receiver). However, before this optimal source distribution tree is formed, traf-
fic from the multicast source is initially flooded throughout the entire network, as
shown in Figure 6-17.

Source
Router

P

2

Multicast
Source

Sending to
225.1.2.3

Multicast Receiver
Member of 225.1.2.3

Figure 6-17 PIM-DM Flooding

Obviously, this initial flooding of multicast traffic causes traffic to be sent to rout-
ers not needing the multicast traffic, and it can unnecessarily consume bandwidth
on the links between routers. After this initial flooding occurs, if a router interface
receives the multicast traffic, and that traffic is not needed by the router (or if the
traffic is needed by the router, but on a different interface), the router interface
sends a prune message to its neighboring router, asking that it be pruned off of the
source distribution tree, as shown in Figure 6-18.
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Source
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Figure 6-18 PIM-DM Pruning

After the router interface sends these prune messages, the resulting source distribu-
tion tree (the path over which the multicast packets flow) is an optimal path between
the source router and the last-hop router, as shown in Figure 6-19.
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Figure 6-19 PIM-DM Source Distribution Tree After Pruning
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A benefit of PIM-DM is that an optimal path is formed between the source router
and each last-hop router. However, the drawback of PIM-DM is that a network
must undergo the flood-and-prune bebavior, as previously described, to form the opti-
mal distribution tree. In addition, even after the optimal distribution tree is formed,
the flooding and pruning repeat every 3 minutes. Such a periodic flooding of traffic
might cause a significant performance impact on a network.

PIM-SM

PIM-SM uses a shared distribution tree. A shared distribution tree does not initially
form an optimal path between a source router and each last-hop router. Instead,

a multicast source sends traffic directly to another router, called a rendezvous point
(RP). When another router in the multicast network wants to join the multicast
distribution tree (because it received an IGMP join message from a client), that
last-hop router sends a join message to the RP to join the shared distribution tree,
as shown in Figure 6-20. The tree is called a shared distribution tree because all last-
hop routers (routers with downstream multicast receivers) send join messages to the
same RP.

Source Rendezvous
Router Point (RP)

v

Multicast
Source
Sending to -

225.1.2.3

.
.
.
.
.
.
.
.
»

;/?/'\ Last-Hop
Router

<=

Multicast Receiver

Member of 225.1.2.3
Figure 6-20 PIM-SM Shared Distribution Tree

The benefit of PIM-SM is that the flood-and-prune behavior of PIM-DM is

avoided. However, by inspecting Figure 6-20, you might conclude that a drawback
of PIM-SM is that a suboptimal distribution tree might be formed. Although that
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is initially true, after a last-hop router receives the first multicast packet from the
multicast source, it can see the IP address of the multicast source. Then, based on
its unicast routing table, a last-hop router can form an optimal distribution tree and
then prune off the branch of the tree connecting it to the RP. This behavior is called
shortest path tree (SPT) switchover. Figure 6-21 shows the resulting distribution tree.

Source Rendezvous
Router Point ( RP)
¥ ‘ ’d—« 5=
Multicast
Source
Sending to o
225.1.2.3 '\

.
-~

- "f};’:\ Last-Hop
. - Router
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2

Multicast Receiver
Member of 225.1.2.3

Figure 6-21 PIM-SM Distribution Tree After SPT Switchover

With the addition of the SPT switchover feature, PIM-SM is the preferred
approach to forming a multicast distribution tree because it gives you an optimal
path from the source router to each last-hop router and it avoids the flood-and-
prune behavior of PIM-DM.

Real-World Case Study

Acme, Inc. has decided to use a link-state routing protocol for dynamic routing
between its LANs and the remote offices, which are connected over the WANS.
The link-state protocol the company has chosen is OSPF. Each of the routers that
has connections to the LAN and WAN subnets will learn about and advertise OSPF
routes with its OSPF neighbors.

The branch offices will have a default route that points toward the headquarters’
routers, and at the headquarters’ site, they will use a default route that points toward
the service provider. Acme, Inc. itself will not be using BGP, but its WAN and Inter-
net service provider, which is interacting with other service providers, will use BGP.
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IP packets from Acme’s LAN, which are using private IP addresses, will have

a DNAT translation performed as those packets are routed out to the Internet
through the service provider’s network. The globally routed addresses used for
DNAT are provided to Acme from the ISP. Traffic between the headquarters’ office
and the remote branch offices will be routed normally, without NAT being added
for the intracompany connections.

Acme may use multicast routing internally for video streams that deliver a morning
status report from Acme’s president on a daily basis. By using multicast, the server
can send out one stream of data, and the multicast-enabled network can deliver the
multicast content to employees who have requested and joined that multicast group
and have the software running on their computers or mobile devices to enable them
to see it.

Summary
Here are the main topics covered in this chapter:

m This chapter discussed how routers forward traffic through a network based
on source and destination IP addresses.

m The sources of route information used to populate a router’s routing table
were also covered. These sources include directly connected routes, statically
configured routes, and dynamically learned routes.

m This chapter distinguished between routed protocols (for example, IP) and
routing protocols (such as OSPF or EIGRP).

m Some routing sources are more trustworthy than other routing sources, based
on their administrative distances.

m Different routing protocols use different metrics to select the best route in the
presence of multiple routes.

m This chapter distinguished between IGPs (which run within an autonomous
system) and EGPs (which run between autonomous systems).

m The behavior of distance-vector and link-state routing protocols was con-
trasted, and you saw how spilt horizon and poison reverse could prevent a
routing loop in a distance-vector routing protocol environment.

m Today’s most popular routing protocols (including RIP, OSPF, IS-IS, EIGRP,
and BGP) were presented, along with their characteristics.
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m NAT can be used to translate private IP addresses inside a network to publicly
routable IP addresses. Additionally, this chapter contrasted variations of NAT:
PAT, SNAT, and DNAT.

m This chapter discussed the IGMP and PIM protocols used in multicast net-
works. These protocols work together to allow a network to forward only mul-
ticast traffic over links needing that traffic.

Exam Preparation Tasks

Review All the Key Topics

Review the most important topics from inside the chapter, noted with the Key
Topic icon in the outer margin of the page. Table 6-4 lists these key topics and the
page numbers where each is found.

Key Table 6-4 Key Topics for Chapter 6
Topic

Key Topic Element Description Page Number
Step list Basic routing processes 206
Table 6-1 Administrative distance 214
Figure 6-9 IGPs versus EGPs 215
List Approaches for preventing routing loops 218
List Routing protocol examples 218
Figure 6-13 Basic NAT topology 220
Table 6-2 Names of NAT IP addresses 221
List NAT variations 222
Figure 6-14 PAT topology 223
Figure 6-15 Multicast receiver joining a multicast group 225
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Complete Tables and Lists from Memory

Print a copy of Appendix C, “Memory Tables,” or at least the section for this chap-
ter, and complete as many of the tables as possible from memory. Appendix D,

“Memory Tables Answer Key,” includes the completed tables and lists so you can
check your work.

Define Key Terms

Define the following key terms from this chapter, and check your answers in the
Glossary:

ARP, TTL, default static route, next-hop, routed protocol, routing protocol,
administrative distance, metric, IGP, EGP, distance-vector, link-state, hold-
down timer, split horizon, poison reverse, LSA, RIP, OSPF, IS-IS, EIGRP,
BGP, route redistribution, NAT, DNAT, SNAT, PAT, IGMP, PIM

Additional Resources

Inter-VLAN Routing on a Cisco Router: http://www.ajsnetworking.com/
inter-vlan

EIGRP’s Composite Metric: http://www.ajsnetworking.com/eigrp-metric

From the Library of Frank Jefferson


http://www.ajsnetworking.com/inter-vlan
http://www.ajsnetworking.com/inter-vlan
http://www.ajsnetworking.com/eigrp-metric

234  CompTIA Network+ N10-007 Cert Guide

Review Questions

['he answers to these review questions appear in Appendix A, “Answers to Review
vl
Questions.”

1.  Ifa PC on an Ethernet network attempts to communicate with a host on a dif-
ferent subnet, what destination IP address and destination MAC address will
be placed in the packet/frame header sent by the PC?

a. Dest. IP: IP address of default gateway. Dest. MAC: MAC address of
default gateway.

b. Dest. IP: IP address of remote host. Dest. MAC: MAC address of
default gateway.

c. Dest. IP: IP address of remote host. Dest. MAC: MAC address of
remote host.

d. Dest. IP: IP address of remote host. Dest. MAC: MAC address of local
PC.

2, What protocol is used to request a MAC address that corresponds to a known
IPv4 address on the local network?

a. IGMP
b. TTL
c. ICMP
d. ARP

3.  What s the network address and subnet mask of a default route?
a. 255.255.255.255/32
b. 0.0.0.0/32
c. 255.255.255.255/0
d. 0.0.0.0/0

4, What routing protocol characteristic indicates the believability of the routing
protocol (as opposed to other routing protocols)?

a. Weight
b. Metric
c. Administrative distance

d. SPF algorithm
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Which of the following are distance-vector routing protocol features that can
prevent routing loops? (Choose two.)

a. Reverse path forwarding (RPF) check
b. Split horizon
c. Poison reverse

d. Rendezvous point

Which of the following is a distance-vector routing protocol with a maximum
usable hop count of 15?

a. BGP
b. IS-IS
c. RIP

d. OSPF

Which of the following routing protocols is an EGP?
a. BGP
b. IS-IS
c. RIP
d. OSPF

What NAT IP address is a public IP address that maps to an inside device?
a. Inside local
b. Inside global
c. Outside local
d. Outside global

What NAT variation automatically assigns an inside global address from a
pool of available addresses?

a. SNAT
b. DNAT
c. PAT

d. GNAT
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10. What multicast protocol is used between clients and routers to let routers
know which of their interfaces are connected to a multicast receiver?

a. IGMP

b. PIM-DM

c. PIM-SM

d. SPT switchover
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After completion of this chapter, you will be able to answer the following
questions:

What are three categories of wide area network (WAN) connections?
How are data rates measured on various WAN technologies?

Which types of media (or wireless technologies) might you use in WAN
connections?

What are the characteristics of the following WAN technologies? Dedicated
leased line, digital subscriber line (DSL), cable modem, Synchronous
Optical Network (SONET), satellite, plain old telephone service (POTS),
Integrated Services Digital Network (ISDN), Frame Relay, Asynchronous
Transfer Mode (ATM), and Multiprotocol Label Switching (MPLS)
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Wide Area Networks (WANSs)

The Pareto principle states that 80% of the effects come from 20% of the causes.
In the early 1990s, computer-networking design guides invoked the Pareto
principle and said that 80% of your network traffic stays local, while only 20%
of your network traffic leaves the local network. This was an information tech-
nology (IT) extrapolation of Vilfredo Pareto’s 80-20 rule. With the advent of
Internet browsers, cloud storage, and streaming audio and video, today’s net-
work traffic patterns are more closely approximated with a 20-80 rule, meaning
that the clear majority of network traffic leaves the local network over a wide
area network (WAN) connection.

As defined in Chapter 1, “Computer Network Fundamentals,” a WAN is a net-
work that spans large geographical distances. This chapter discusses the proper-
ties of WAN connections, followed by a survey of common WAN technologies.
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Foundation Topics

WAN Properties

To select the right WAN technology for a network you are designing or to bet-
ter understand a WAN technology in a currently installed network, you need the
ability to compare one WAN technology to another. This section shows a collec-
tion of WAN connection properties that can be used to contrast various WAN
technologies.

WAN Connection Types
Some WAN connections are considered to be a/ways on, in that the connection is
Topic

always available without having to first set up the connection. Conversely, some
WAN technologies are on demand, meaning that the connection is not established
until needed. Then, when the connection is needed, it is brought up.

Another distinguishing characteristic of WAN connections is whether multiple
users share bandwidth. For example, some WAN connections offer dedicated band-
width to a service provider’s customer, while other WAN connections allow mul-
tiple customers of a service provider to share a common pool of available bandwidth.

A WAN connection can be classified into one of three categories:

m Dedicated leased line: A connection interconnecting two sites. This logical
connection might physically connect through a service provider’s facility or a
telephone company’s central office (CO). The expense of a dedicated leased
line is typically higher than other WAN technologies offering similar data
rates because with a dedicated leased line, a customer does not have to share
bandwidth with other customers.

As discussed in the section “WAN Technologies,” a T circuit, as shown in
Figure 7-1, is an example of a dedicated leased line technology found in North
America. A common Layer 2 protocol that could run over a dedicated leased
line is Point-to-Point Protocol (PPP), which is discussed later in this chapter.

Figure 7-1 Dedicated Leased Line Sample Topology
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m Circuit-switched connection: A connection that is brought up on an as-
needed basis. In fact, a circuit-switched connection is analogous to a phone
call, where you pick up your phone, dial a number, and a connection is estab-
lished based on the number you dial. As discussed later in this chapter, Inte-
grated Services Digital Network (ISDN) can operate as a circuit-switched
connection, bringing up a virtual circuit (VC) on demand. This approach to
on-demand bandwidth can be a cost savings for some customers who only
need periodic connectivity to a remote site. Figure 7-2 illustrates a circuit-
switched connection.

ISDN Network

Circuit-Switched Connection

Figure 7-2 Circuit-Switched Connection Sample Topology

m Packet-switched connection: Like a dedicated leased line, because most
packet-switched networks are always on. However, unlike a dedicated leased
line, packet-switched connections allow multiple customers to share a service
provider’s bandwidth.

Even though bandwidth is being shared among customers, customers can buy
a service-level agreement (SLA), which specifies performance metrics (for
example, available bandwidth and maximum delay) guaranteed for a certain
percentage of time. For example, an SLA might guarantee customers that they
have a minimum of 5Mbps of bandwidth available 80% of the time.

Frame Relay, which is discussed in the section “WAN Technologies,” is

an example of a packet-switched connection. As shown in Figure 7-3, a
Frame Relay network allows multiple customers to connect to a service
provider’s network, and virtual circuits (VCs, shown as dashed lines) logically
interconnect customer sites.
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Frame Relay
Network""’

.

Figure 7-3 Packet-Switched Connection Sample Topology

Asynchronous Transfer Mode (ATM) is often categorized as a packet-switched
connection. However, to be technically correct, ATM is a cell-switched
connection because ATM uses fixed-length (53-byte) cells, as opposed to
variable-length frames.

NOTE These connection types are meant to be general categories, and not

all WAN technologies will meet the previous definitions. For example, digital
subscriber line (DSL) is a technology that could be configured for on-demand access
(like a circuit-switched connection), or it could be configured for always-on access.
Also, DSL typically provides a customer with an amount of bandwidth that the
customer does not have to share with other customers (like a dedicated leased line).
However, DSL uses ATM technologies to connect back to the service provider’s
equipment (like a cell-switched connection). So, use these three categories of WAN
connection types as general guidelines, not strict definitions.

WAN Data Rates

LAN links are typically faster than WAN links; however, some WAN technologies,
such as Synchronous Optical Network (SONET), boast a bandwidth capacity in the
tens of gigabits per second (Gbps). One could argue that some of these higher-speed
WAN technologies are metropolitan area network (MAN) technologies. However,
this chapter considers a WAN to be an interconnection of geographically dispersed
networks that also encompass MAN technologies.

Aside from measuring bandwidth in kilobits per second (Kbps), megabits per second
(Mbps), or gigabits per second (Gbps), high-speed optical networks often use opti-
cal carrier (OC) levels to indicate bandwidth. As a base reference point, the speed of
an OC-1 link is 51.84Mbps. Other OC levels are simply multiples of an OC-1. For
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example, an OC-3 link has three times the bandwidth of an OC-1 link (that s, 3 *
51.84Mbps = 155.52Mbps).

Here are some OC level examples:

= OC-1 51.48Mbps
= OC-3 155.52Mbps
m OC-12  622.08Mbps
= OC-48  2.4Gbps
m OC-192  9.6Gbps

Although a variety of speeds are available from different service providers, Table 7-1
offers typical bandwidths of several common WAN technologies.

Key_ Table 7-1 Typical WAN Data Rates
Topic

WAN Technology Typical Available Bandwidth

Frame Relay 56Kbps to 1.544Mbps

T1 1.544Mbps

T3 44.736Mbps

El 2.048Mbps

E3 34.4Mbps

ATM 155Mbps to 622Mbps

SONET 51.84Mbps (OC-1) to 159.25Gbps (OC-3072)

WAN Media Types

WAN links might be physical hard-wired links (for example, copper or fiber-optic
cable running from your site back to your service provider’s site and then to the remote
site with which your site communicates). Alternatively, some WAN links are wireless.
These wireless solutions might be right for locations where more conventional WAN
technologies are unavailable or for accommodating the needs of mobile users.

Physical Media

Key The physical media used for WAN connections is like the physical media found in
Topic LAN connections:

® Unshielded twisted pair (UTP): Both analog and digital circuits coming
into your location from a local telephone central office use UTP cabling. This
cabling might be Category 3 (Cat 3) cabling, as opposed to higher categories
used in LANs. Examples of WAN technologies using UTP cabling include T'1
circuits, DSL connections, dial-up analog modems, and ISDN circuits.
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m Coaxial cable: A common residential WAN solution (primarily for con-
necting out to the Internet) is a cable modem. As the name suggests, a cable
modem uses a coaxial cable (for example, an RG-6 coaxial cable) for trans-
mission. In fact, the same coaxial cable providing a variety of television
programming for your home might also be used to carry data (upstream and
downstream) using specific frequency ranges.

m Fiber-optic cable: WAN connections needing a high-bandwidth capacity
or needing to span a large distance might use fiber-optic cabling. Another

benefit of fiber-optic cabling is its immunity from electromagnetic interfer-
ence (EMI).

m Electric power lines: With such an expansive existing infrastructure, electric
power lines can be attractive candidates to offer broadband Internet access to
residential locations. This is made possible with broadband over power lines
(BPL) technology. Although implementations vary widely, bandwidth offered
to an end user typically maxes out at approximately 2.7Mbps.

Although the physical media on a WAN closely resembles LAN media, keep in
mind that the Layer 2 protocols running over the media are usually different for
WAN links than they are for LAN links.

Wireless Media

are some examples of wireless media:

Wireless media adds flexibility to WAN connections and often reduces cost. Here
Topic

m Cellular phone: Some cellular phone technologies, such as Long-Term
Evolution (L'TE), which supports a 100Mbps data rate to mobile devices and
a 1Gbps data rate for stationary devices, can be used to connect a mobile
device such as a smartphone to the Internet. Other technologies for cellular
phones include the older 2G edge, which offers slow data rates. 2G edge was
improved upon with 3G, in addition to the newer 4G, LTE, and Evolved
High-Speed Packet Access (HSPA+). The term tethering is used with today’s
smartphones. Tethering allows a smartphone’s data connection to be used by
another device, such as a laptop. Also, mobile hotspots are growing in popular-
ity because these devices connect to a cell phone company’s data network and
make that data network available to nearby devices (typically, a maximum of
five devices) via wireless networking technologies. This, for example, allows
multiple passengers in a car to share a mobile hotspot and have Internet con-
nectivity from their laptops when riding down the road. Code Division Multi-
ple Access (CDMA) and Global System for Mobiles (GSM) are the two major
radio systems used in cell phones. GSM uses Time Division Multiple Access
(TDMA) in its operation.
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NOTE The term Internet connection sharing (ICS) is sometimes used interchangeably
with the term rethering. However, be aware that ICS is a Microsoft Windows
solution, allowing a Microsoft Windows—based computer with an Internet
connection (possibly via an internal cellular data card) to share its connection with
other devices.

m Satellite: Some locations do not have WAN connectivity options, such as
DSL connections or cable modems, available in urban areas. However, these
locations might be able to connect to the Internet or to a remote office using
satellite communications, where a transmission is bounced off a satellite,
received by a satellite ground station, and then sent to its destination using
either another satellite hop or a wired WAN connection.

m WiMAX: Worldwide Interoperability for Microwave Access (WiMAX) offers
wireless broadband access to fixed locations (as an alternative to technologies
such as DSL) and mobile devices. Depending on the WiMAX service provider,
WIMAX coverage areas could encompass entire cities or small countries.

m HSPA+: Like WiMAX, Evolved High-Speed Packet Access (HHSPA+) is a
technology offering wireless broadband service. The maximum data rate for
HSPA+ is 84Mbps.

m Radio: The range of frequencies (measured in Hertz [Hz], which represents
the number of cycles of a waveform per second) typically considered to be in
the radio frequency spectrum includes frequencies of 3KHz through 300GHz.
Different countries have their own standards bodies that dictate which fre-
quency ranges can be used for what purposes. For example, in the United
States, the Federal Communications Commission (FCC) regulates the use of
frequencies in the radio frequency spectrum. Therefore, while multiple radio-
based WAN solutions exist, their implementation might vary by country.

A couple of potential downsides of wireless WAN media include experiencing
increased delay and higher packet error rates, as compared with physical links.

WAN Technologies

The previous section presented a collection of WAN connection properties. Under-
standing these properties can now help you better understand the collection of
WAN technologies presented in this section.
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Dedicated Leased Line

A dedicated leased line is typically a point-to-point connection interconnecting two
sites. All the bandwidth on that dedicated leased line is available to those sites. This
means that, unlike a packet-switched connection, the bandwidth of a dedicated
leased line connection does not need to be shared among multiple service provider
customers.

WAN technologies used with dedicated leased lines include digital circuits, such as
T1, E1, T3, and E3. These circuits can use multiplexing technology to simultane-
ously carry multiple conversations in different 64Kbps channels. A single 64Kbps
channel is called a Digital Signal 0 (DS0).

When one of these circuits comes into your location, it terminates on a device called
a channel service unit/data service unit (CSU/DSU). Also, be aware that a common
Layer 2 protocol used on dedicated leased lines is Point-to-Point Protocol (PPP). A
common connection type used to connect to a CSU/DSU is an RJ-48C, which looks
like an RJ-45(Ethernet) connector.

NOTE A less common protocol used on dedicated leased lines (as compared to
PPP) is High-Level Data Link Control (HDLC). HDLC lacks many of the features
of PPP, and in its standards-based implementation, it can only support a single Layer
3 protocol on a circuit. However, Cisco has its own HDLC implementation in which
the HDLC header has a protocol field, thus allowing the simultaneous transmission
of multiple Layer 3 protocols.

T

T1 circuits were originally used in telephony networks, with the intent of one voice
conversation being carried in a single channel (that is, a single DS0). A T1 circuit is
composed of 24 DSO0s, which is called a Digital Signal 1 (DS1). The bandwidth of a
T1 circuit is 1.544Mbps:

m The size of a T1 frame = 193 bits (that is, 24 channels * 8 bits per channel + 1
framing bit = 193 bits).

m The Nygquist theorem needs 8,000 samples to be sent per second for a voice con-
versation (that is, a rate at least twice the highest frequency of 4,000Hz).

® Total bandwidth = 193-bit frames * 8,000 samples per second = 1.544Mbps.
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In a 'T'1 environment, more than one frame is sent at once. Here are two popular
approaches to grouping these frames:

m Super Frame (SF): Combines 12 standard 193-bit frames into a super frame

= Extended Super Frame (ESF): Combines 24 standard 193-bit frames into an
extended super frame

T1 circuits are popular in North America and Japan.

An El circuit contains 32 channels, in contrast to the 24 channels on a T'1 circuit.
Only 30 of those 32 channels, however, can transmit data (or voice or video). Spe-
cifically, the first of those 32 channels is reserved for framing and synchronization,
and the seventeenth channel is reserved for signaling (that is, setting up, maintain-
ing, and tearing down a call).

Because an E1 circuit has more DSOs than a T, it has a higher bandwidth capac-
ity. Specifically, an E1 has a bandwidth capacity of 2.048Mbps (8,000 samples per
second, as required by the Nyquist theorem 8 bits per sample * 32 channels =
2,048,000 bits per second).

Unlike a T1 circuit, an E1 circuit does not group frames in an SF or an ESF.
Rather, an E1 circuit groups 16 frames in a multiframe.

E1 circuits are popular outside of North America and Japan.

In the same T-carrier family of standards as T'1, a T3 circuit offers an increased
bandwidth capacity. Whereas a T'1 circuit combines 24 DS0s into a single physical
connection to offer 1.544Mbps of bandwidth, a T3 circuit combines 672 DS0s into
a single physical connection, delivered to the customer over coaxial cable, which is

called a Digital Signal 3 (DS3). A T3 circuit has a bandwidth capacity of 44.7Mbps.

Justas a T3 circuit provides more bandwidth than a T'1 circuit, an E3 circuit’s avail-
able bandwidth of 34.4Mbps is significantly more than the 2.048Mbps of bandwidth
offered by an E1 circuit. A common misconception is that the bandwidth of E3

is greater than the bandwidth of T3 because E1’s bandwidth is greater than T1’s
bandwidth. However, that is not the case, with T3 having a greater bandwidth (that
is, 44.7Mbps) than an E3 (that is, 34.4Mbps).
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CSU/DSU

Although far less popular than they once were, analog modems allowed a phone line
to come into a home or business and terminate on analog modems, which provided
data connections for devices such as PCs. These analog modems supported a single
data conversation per modem.

However, digital circuits (for example, T'1, E1, T3, and E3 circuits) usually have
multiple data conversations multiplexed together on a single physical connection.
Therefore, a digital modem is needed, as opposed to an analog modem. This digital
modem needs to be able to distinguish between data arriving on various DS0s. Such
a digital modem is called a channel service unit/data service unit (CSU/DSU).

As shown in Figure 7-4, a CSU/DSU circuit can terminate an incoming digital cir-
cuit from a service provider and send properly formatted bits to a router. A CSU/
DSU uses clocking (often provided by the service provider) to determine when one
bit stops and another bit starts. Therefore, the circuit coming from a service pro-
vider and terminating on a CSU/DSU is a synchronous circuit (where the synchro-
nization is made possible by clocking).

Service
Provider

CSU/DSU

T1-Circuit

Figure 7-4 CSU/DSU Terminating a Synchronous Circuit

NOTE Because a CSU/DSU works with bits, it is classified as a Layer 1 device.

Metro Ethernet

Ethernet ports (using an RJ-45 connecter) are very common and less expensive than
specialized serial ports and associated cables. A service provider can provide an Eth-
ernet interface to its customers for their WAN connectivity. The service provider
would configure the logical connections (in the provider network) required to con-
nect the customer sites. The technology used in the provider’s network is hidden
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from the customer, providing what appears to be Ethernet connectivity to each of
the customer sites. Actual throughput between sites is controlled by the provider
based on the level of service purchased by the customer.

Point-to-Point Protocol

A common Layer 2 protocol used on dedicated leased lines is Point-to-Point Proto-
col (PPP). PPP has the capability to simultaneously transmit multiple Layer 3 pro-
tocols (for example, IP and IPX) through the use of control protocols (CPs). IP, as
an example, uses the IP control protocol (IPCP).

Each Layer 3 CP runs an instance of PPP’s Link Control Protocol (LCP).
Four primary features are offered by LCP:

® Multilink interface: PPP’s multilink interface feature allows multiple physical
connections to be bonded together into a logical interface. This logical inter-

face allows load balancing across multiple physical interfaces. This is referred
to as Multilink PPP.

m Looped link detection: A Layer 2 loop (of PPP links) can be detected and
prevented.

m Error detection: Frames containing errors can be detected and discarded
by PPP.

m Authentication: A device at one end of a PPP link can authenticate the
device at the other end of the link. Three approaches are used to perform PPP
authentication:

m Password Authentication Protocol (PAP): PAP performs one-
way authentication (a client authenticates with a server), as shown in
Figure 7-5. A significant drawback to PPP, other than its unidirectional
authentication, is the security vulnerability of its clear-text transmission
of credentials, which could permit an eavesdropper to learn the
authentication credentials being used.

Credentials

g A~ s
. o
Q ‘ Acknowledgment z— ‘
.
Client Server

Figure 7-5 PAP Authentication
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m Challenge-Handshake Authentication Protocol (CHAP): Like PAP,
CHAP performs a one-way authentication. However, authentication
is performed through a three-way handshake (challenge, response,
and acceptance messages) between a server and a client, as shown in
Figure 7-6. The three-way handshake allows a client to be authenticated
without sending credential information across a network

Challenge

i\‘\./:/’\' Response i\}/’\'
. Success/Failure
Client - Server

Figure 7-6 CHAP Authentication

® Microsoft Challenge-Handshake Authentication Protocol (MS-
CHAP): MS-CHAP is a Microsoft-enhanced version of CHAP, offering a
collection of additional features, including two-way authentication.

NOTE These PPP features are optional and are not necessarily going to be found in
a given PPP connection.

Point-to-Point Protocol over Ethernet

A popular WAN technology (specifically, an Internet access technology) in resi-
dences and in businesses is digital subscriber line (DSL). DSL is described later in
this section. However, as part of the PPP discussion, note that DSL connections use
a variant of PPP called PPP over Ethernet (PPPoE).

As Figure 7-7 illustrates, PPPoE is commonly used between a DSL modem in a
home (or business) and a service provider. Specifically, PPPoE encapsulates PPP
frames within Ethernet frames. PPP is used to leverage its features, such as authen-
tication. For example, when you set up a DSL modem in your home, you typically
have to provide authentication credentials. Although Ethernet does not handle
authentication, PPP does. By combining Ethernet with PPP, Ethernet-based devices
(for example, PCs) can take advantage of PPP features, such as authentication.
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Authentication

PC  DSL ]
Modem DSL Access Service
Multiplexer Provider
(DSLAM)
PPPOE
Figure 7-7 PPPoE Sample Topology

Microsoft RRAS

PPP is often the protocol used by Microsoft Routing and Remote Access Server
(RRAS), which is a Microsoft Windows Server feature that allows Microsoft Win-
dows clients to remotely access a Microsoft Windows network. Figure 7-8 shows the
RRAS configuration window being used to configure a static route.
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Figure 7-8 Microsoft RRAS
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Using PPP along with Microsoft RRAS allows support for PPP features, such as the
multilink interface feature. The multilink interface feature could, for example, allow
multiple dial-up modem connections to be bonded together into a single logical
connection, giving increased bandwidth to a remote Microsoft Windows client.

PPP is not required for Microsoft RRAS, which could alternatively use Serial Line
Internet Protocol (SLIP). However, PPP is preferred over SLIP because of PPP’s
features (for example, multilink interface and error detection).

NOTE Microsoft RRAS was previously known as Microsoft RAS (Remote Access
Server).

NOTE An alternative to RRAS, where remote clients can become members of a
Microsoft Windows network, is remote desktop control. With remote desktop control, a
remote computer does not directly become a member of an internal network (for ex-
ample, a network inside a corporation). Rather, it controls a computer that is already
part of an internal network (which could be Microsoft Windows based or based on
some other operating system, such as Linux or macOS). With remote desktop con-
trol, a remote user can see the screen of the internal computer and control the com-
puter with a keyboard and mouse. One example of a protocol that supports remote
desktop control is Independent Computer Architecture (ICA), which is a product of
Citrix.

Yet another technology that supports the remote control of a computer’s desktop is
virtual network computing (VNC).

Digital Subscriber Line

Commonplace in many residential and small business locations (also known as small
office/bome office or SOHO locations), digital subscriber line (DSL) is a group of
technologies that provide high-speed data transmission over existing telephone wir-
ing. DSL has several variants that differ in data rates and distance limitations.

Three popular DSL variants are asymmetric DSL (ADSL), symmetric DSL (SDSL),
and very high bit-rate DSL (VDSL):

m Asymmetric DSL (ADSL): A popular Internet-access solution for residential
locations. Figure 7-9 shows a sample ADSL topology. Note that ADSL allows
an existing analog telephone to share the same line used for data for simulta-
neous transmission of voice and data.
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Figure 7-9 ADSL Sample Topology

Also notice in Figure 7-9 that the maximum distance from a DSL modem
to a DSL access multiplexer (DSLAM) is 18,000 ft. This limitation stems
from a procedure telephone companies have used for decades to change the
impedance of telephone lines.

Here is a brief history: If wires in a telephone cable run side-by-side for several
thousand feet, capacitance builds up in the line (which can cause echo). To
counteract this capacitance, after 18,000 ft. of cable, telephone companies
insert a Joad coil, which adds inductance to the line. Electrically speaking,
inductance is the opposite of capacitance. So, by adding a load coil, much of
the built-up capacitance in a telephone cable is reduced. However, ADSL
signals cannot cross a load coil, thus the 18,000 ft. distance limitation for
ADSL.

Figure 7-9 also shows how a telephone line leaving a residence terminates on

a DSLAM. A DSLAM acts as an aggregation point for multiple connections,
and it connects via an ATM network back to a service provider’s router. The
service provider authenticates user credentials, given via PPPoE, using an
authentication server. Also, the service provider has a DHCP server to hand
out IP address information to end-user devices (for example, a PC or a wireless
router connected to a DSL modem).

The term asymmetric in asymmetric DSL implies the upstream and
downstream speeds can be different. Typically, downstream speeds are greater
than upstream speeds in an ADSL connection.
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The theoretical maximum downstream speed for an ADSL connection is
8Mbps, and the maximum upstream speed is 1.544Mbps (the speed of a T'1
circuit).

= Symmetric DSL (SDSL): Whereas ADSL has asymmetric (unequal)
upstream and downstream speeds, by definition, SDSL has symmetric (equal)
upstream and downstream speeds. Another distinction between ADSL and
SDSL is that SDSL does not allow simultaneous voice and data on the same
phone line. Therefore, SDSL is less popular in residential installations because
an additional phone line is required for data. Although service providers vary,
a typical maximum upstream/downstream data rate for an SDSL connection
is 1.168Mbps. Also, SDSL connections are usually limited to a maximum dis-

tance of 12,000 ft. between a DSL modem and its DSLAM.

m Very High Bit-Rate DSL (VDSL): VDSL boasts a much higher bandwidth
capacity than ADSL or SDSL, with a common downstream limit of 52Mbps
and a limit of 12Mbps for upstream traffic.

VDS distance limitation is 4000 ft. of telephone cable between a cable
modem and a DSLAM. This constraint might seem too stringent for many
potential VDSL subscribers, based on their proximity to their closest
telephone central office (CO). However, service providers and telephone
companies offering VDSL service often extend their fiber-optic network into
their surrounding communities. This allows VDSL gateways to be located

in multiple communities. The 4000 ft. limitation then becomes a distance
limitation between a DSL modem and the nearest VDSL gateway, thus
increasing the number of potential VDSL subscribers.

Cable Modem

Cable television companies have a well-established and wide-reaching infrastruc-
ture for television programming. This infrastructure might contain both coaxial
and fiber-optic cabling. Such an infrastructure is called a hybrid fiber-coax (HFC)
distribution network. These networks can designate specific frequency ranges for
upstream and downstream data transmission. The device located in a residence (or a
business) that can receive and transmit in those data frequency ranges is known as a
cable modem, as illustrated in Figure 7-10.
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Figure 7-10 Cable Modem Sample Topology

The frequency ranges typically given for upstream and downstream data are as
follows:

m Upstream data frequencies: SMHz to 42MHz
® Downstream data frequencies: SOMHz to 860MHz

Although the theoretical maximum upstream/downstream bandwidth limits are
greater (and are dependent on the HFC distribution network in use), most upstream
speeds are limited to 2Mbps, with downstream speeds limited to 10Mbps. As

HFC distribution networks continue to evolve, greater bandwidth capacities will

be available. The current theoretical maximums are 1Gbps upstream and 10Gbps
downstream.

The frequencies dedicated to data transmission are specified by a Data-Over-Cable
Service Interface Specification (DOCSIS) version. Although DOCSIS is an interna-
tional standard, European countries use their own set of frequency ranges; their own
standard is known as Euro-DOCSIS.

Synchronous Optical Network

Synchronous Optical Network (SONET) is a Layer 1 technology that uses fiber-
optic cabling as its media. Because SONET is a Layer 1 technology, it can be used

to transport various Layer 2 encapsulation types, such as Asynchronous Transfer
Mode (ATM). Also, because SONET uses fiber-optic cabling, it offers high data
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rates, typically in the 155Mbps to 10Gbps range, and long-distance limitations, typi-
cally in the 20 km to 250 km range. Optical Carrier transmission rates, such as OC3
(close to 155Mbps) and OC12 (close to 622Mbps), are examples of specifications for
digital signal transmission bandwidth.

NOTE The term SONET is often used synonymously with the term Synchronous
Digital Hierarchy (SDH), which is another fiber-optic multiplexing standard.
Although these standards are similar, SONET is usually seen in North America,
whereas SDH has greater worldwide popularity.

A SONET network can vary in its physical topology. For example, devices can con-
nect as many as 16 other devices in a linear fashion (similar to a bus topology) or in
a ring topology. A metropolitan area network (MAN)), as depicted in Figure 7-11,
often uses a ring topology. The ring might circumnavigate a large metropolitan area.
Sites within that MAN could then connect to the nearest point on the SONET ring.

Dual SONET Rings

for Redundancy \’

Site B

Metropolitan Area Network

Site A Service Provider Site C

/ Switch &
o :|E'
Database Server

Figure 7-11  SONET Sample Topology

NOTE A SONET network uses a single wavelength of light, along with time-
division multiplexing (TDM), to support multiple data flows on a single fiber. This
approach differs from dense wavelength-division multiplexing (DWDM), which

is another high-speed optical network commonly used in MANs. DWDM uses as
many as 32 light wavelengths on a single fiber, where each wavelength can support
as many as 160 simultaneous transmissions using more than eight active wavelengths
per fiber. Coarse wavelength-division multiplexing (CWDM) uses fewer than eight
active wavelengths per fiber.
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NOTE Another optical WAN technology to be aware of is passive optical network
(PON), which allows a single fiber cable to service as many as 128 subscribers. This
is made possible via unpowered (that is, passive) optical splitters.

Satellite

Many rural locations lack the option of connecting to an IP WAN or to the Internet
via physical media (for example, a DSL modem or a broadband cable modem con-
nection). For such locations, a satellite WAN connection, as shown in Figure 7-12,
might be an option.

:
Topic Satellite

J C

(“’r &
J(\’ )
§ >
O C
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IP WAN or
Internet

Service Customer
Provider’s
Ground Station

Figure 7-12 Satellite WAN Sample Topology

Most satellites used for WAN connectivity are in orbit above the earth’s equator,
about 22,300 miles high. Therefore, if a customer in North America, for example,
had a clear view of the southern sky, they would be able to install a satellite dish and
establish a line-of-sight communication path with the orbiting satellite.

The satellite would then relay transmissions back and forth between the customer’s
site and the service provider’s ground station. The ground station could then pro-
vide connectivity, via physical media, to an [P WAN or to the Internet.

Two significant design considerations need to be taken into account:

m Delay: Radio waves travel at the speed of light, which is 186,000 miles per
second, or 3 * 10® meters per second. This speed is specifically the speed of
light (and radio waves) in a vacuum; however, for the purposes of this discus-
sion, assume these known values, even though, technically, the speed of light
(and radio waves) is a bit slower when traveling through air, as opposed to
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traveling through a vacuum. Although these are fast speeds, consider the dis-
tance between a customer and the satellite. If a customer were located 2,000
miles north of the equator, the approximate distance between the customer
site and the satellite could be calculated using the Pythagorean Theorem:

4> =2000° + 22,300°. Solving the equation for d, which is the distance between
the customer and the satellite, yields a result of approximately 22,390 miles.

A transmission from a customer to a destination on the Internet (or IP WAN)
would have to travel from the customer to the satellite, from the satellite to the
ground station, and then out to the Internet (or IP WAN). The propagation
delay alone introduced by bouncing a signal off the satellite is approximately
241 ms—that is, (22,390 * 2) / 186,000 = .241 seconds = 241 ms). And to that,
you have to add other delay components, such as processing delay (by the
satellite and other networking devices), making the one-way delay greater
than one-fourth of a second, and therefore the round-trip delay greater than
one-half of a second. Such delays are not conducive to latency-sensitive
applications such as Voice over IP (VoIP).

= Sensitivity to weather conditions: Because communication between a cus-
tomer’s satellite dish and an orbiting satellite must travel through the earth’s
atmosphere, weather conditions can impede communications. For example, if
a thunderstorm is near the customer location, that customer might temporar-
ily lose connectivity with their satellite.

Based on these design considerations, even though satellite WAN technology offers
tremendous flexibility in terms of geographical location, more terrestrial-based solu-
tions are preferred.

Plain Old Telephone Service

The Public Switched Telephone Network (PSTN) is composed of multiple telephone
carriers from around the world. An end-user location (for example, a home or busi-
ness) gets to the PSTN by connecting to its local telephone company, known as a
local exchange carrier (LEC). Analog connections (both voice and data connections)
using the PSTN are referred to as plain old telephone service (POTS) connections.

With the PSTN as we know it today, you can place a telephone call to anywhere in
the world from just about anywhere in the world. Although the bandwidth available
on the PSTN is limited, the PSTN is such an expansive network, it is more likely to
be available in each location than other wired WAN solutions. Therefore, the ben-
efit of availability has the trade-off of performance.
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A POTS connection can be used to access the Internet (or an I[P WAN) by con-
necting a computer to a modem with a serial cable using either a DB-9 (nine-pin) or
DB-25 (25-pin) RS232/EIA232 serial port, a USB with an adapter, or a computer
with an internal modem, and then connecting the modem to a POTS phone line
and dialing in to a service provider. The service provider can then connect to the
Internet (or an IP WAN), as shown in Figure 7-13.

Telephone Company’s
Central Office (CO)

N
Ry
S5
S — Public Switched
Frrmmmm] Telephone Network (PSTN)
Analog Demarc
Modem . .
Residence Local Loop

Service Provider

Figure 7-13 Dial-Up Modem Sample Topology

As previously stated, the performance of a POTS connection (using a dial-up
modem) is limited. Although modems are rated as 56Kbps modems, in the United
States and Canada, a modem’s upstream data rate is limited to 48.0Kbps, and its
downstream data rate is limited to 53.3Kbps. These limits are imposed not based on
a technical limitation but rather on regulations from these countries’ communica-
tions commissions.

Table 7-2 offers a collection of common terms used when working with POTS con-
nections, for both voice and data.
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Table 7-2 Common POTS Terms

Term Definition

Telco A telco is a telephone company. Some countries have government-
maintained telcos, whereas other countries have multiple competitive telcos.

Local loop A local loop is a connection between a customer’s premises and their local
telephone central office (CO).

Central office A building containing a telephone company’s telephone switching equipment

(CO) is referred to a central office (CO). COs are categorized into five hierarchical
classes. A Class 1 CO is a long-distance office serving a regional area. A
Class 2 CO is a second-level long-distance office (it’s subordinate to a Class
1 office). A Class 3 CO is a third-level long-distance office. A Class 4 CO is a
fourth-level long-distance office that provides telephone subscribers access to
a live operator. A Class 5 CO is at the bottom of the five-layer hierarchy and
physically connects to customer devices in the local area.

Tip and ring The tip and ring wires are the red and green wires found in an RJ-11 wall
jack, which carry voice, ringing voltage, and signaling information between
an analog device (for example, a phone or a modem) and a telephone’s wall
jack.

Demarc A demarc (also known as a demarcation point or a demarc extension) is the point
in a telephone network where the maintenance responsibility passes from a
telephone company to the subscriber (unless the subscriber has purchased
inside wiring maintenance). This demarc is typically located in a box
mounted to the outside of a customer’s building (for example, a residential
home). This box is called a nerwork interface device (NID).

Smart jack A smart jack is a type of network interface device (see the definition for
demarc) that adds circuitry. This circuitry adds such features as converting
between framing formats on digital circuit (for example, a T'1 circuit),
supporting remote diagnostics, and regenerating a digital signal.

Integrated Services Digital Network

Integrated Services Digital Network (ISDN) is a digital telephony technology that
supports multiple 64Kbps channels (known as bearer channels, or B channels) on a
single connection. ISDN was popular back in the 1980s and was used to connect
private branch exchanges (PBXs), which are telephone switches owned by and oper-
ated by a company, to a CO. ISDN has the capability to carry voice, video, or data
over its B channels. ISDN also offers a robust set of signaling protocols: Q.921 for
Layer 2 signaling and Q.931 for Layer 3 signaling. These signaling protocols run
on a separate channel in an ISDN circuit (known as the delta channel, data channel,
or D channel).
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Key ISDN circuits are classified as either a basic rate interface (BRI) circuit or a primary
Topic rate interface (PRI) circuit:

= BRI: A BRI circuit contains two 64Kbps B channels and one 16Kbps D chan-
nel. Although such a circuit can carry two simultaneous voice conversations,
the B channels can be logically bonded into a single VC (using the multil-
ink interface feature of PPP, as discussed earlier in this chapter) to offer a
128Kbps data path.

= PRI: A PRI circuit is an ISDN circuit built on a T1 or E1 circuit. Recall that
a T1 circuit has 24 channels. Therefore, if a PRI circuit is built on a T1 cir-
cuit, the ISDN PRI circuit has 23 B channels and one 64Kbps D channel. The
twenty-fourth channel in the T1 circuit is used as the ISDN D channel (the
channel used to carry the Q.921 and Q.931 signaling protocols, which are used
to set up, maintain, and tear down connections).

Also, recall that an E1 circuit has 32 channels, with the first channel being
reserved for framing and synchronization and the seventeenth channel being
served for signaling. Therefore, an ISDN PRI circuit built on an E1 circuit
has 30 B channels and one D channel, which is the seventeenth channel.

Figure 7-14 depicts the constituent elements of an ISDN network.
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Figure 7-14 ISDN Sample Topology
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Some ISDN circuits are four-wire circuits, and some are two-wire. Also, some
devices in an ISDN network might not natively be ISDN devices, or they might
need to connect to a four-wire ISDN circuit or a two-wire ISDN circuit. Because of
all these variables, an ISDN network, as pictured in Figure 7-14, categorizes vari-
ous reference points in the network and various elements in the network. Table 7-3
presents some definitions of these reference points and elements.

Table 7-3 ISDN Network Reference Points and Elements

Term Definition
R reference point The R reference point resides between a non-ISDN device and a
terminal adapter (TA).

S/T reference point ~ The S/T reference point resides between a network termination 1
(NT1) and a terminal endpoint 1 (TE1).

U reference point The U reference point resides between a network termination 1 (N'T1)
and the wall jack connecting back to an ISDN service provider.

Terminal adapter A TA performs protocol conversion between a non-ISDN device and a
(TA) terminal endpoint 1 (TE1) device.

Terminal endpoint 1 A TE1 is a device (such as an ISDN phone) that natively supports
(TE1) ISDN.

Terminal endpoint 2 A TE2 is a device (such as a PC) that does not natively support ISDN.
(TE2)

Network termination An NT'1 is a device that interconnects a four-wire ISDN circuit and a
1 (NT1) two-wire ISDN circuit.

Frame Relay

Although it is starting to wane in popularity because of the proliferation of technol-
ogies such as cable modems and DSL connections, for many years Frame Relay was
the WAN technology of choice for many companies. Frame Relay offers widespread
availability and low cost compared to leased lines.

Figure 7-15 shows a sample Frame Relay topology. Frame Relay sites are intercon-
nected using virtual circuits (VCs). So, a single router interface can have multiple
VCs. For example, in Figure 7-15, notice that the New York router has two VCs (as
indicated by the dashed lines) emanating from a single interface. One VC is des-
tined for the Austin router, and the other VC is destined for the Orlando router.
These VCs could be point-to-point circuits, where the VC between New York and
Austin belongs to the same IP subnet, and the VC between New York and Orlando
belongs to a separate subnet. Alternatively, the connection from New York to
Austin and Orlando could be a point-to-multipoint connection, where all routers
belong to the same subnet.
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Figure 7-15 Frame Relay Sample Topology

Frame Relay is a Layer 2 technology, and a router uses locally significant identifi-
ers for each VC. These identifiers are called data-link connection identifiers (DLCISs).
Because DLCIs are locally significant, DLCIs at the different ends of a VC do not
need to match (although they could). For example, note the VC that interconnects
New York with Orlando. From the perspective of the New York router, the VC is
denoted with a DLCI of 103. However, from the perspective of the Orlando router,
the same VC is referenced with a DLCI of 301.

If a VC is always connected, it is considered to be a permanent virtual circuit (PVC).
However, some VCs can be brought up on an as-needed basis, and they are referred
to as switched virtual circuits (SVCs).

Unlike a dedicated leased line, Frame Relay shares a service provider’s bandwidth
with other customers of its service provider. Therefore, subscribers might purchase
an SLA (previously described) to guarantee a minimum level of service. In SLA
terms, a minimum bandwidth guarantee is called a committed information rate (CIR).

During times of congestion, a service provider might need a sender to reduce their
transmission rate below the CIR. A service provider can ask a sender to reduce their
rate by setting the backward explicit congestion notification (BECN) bit in the Frame
Relay header of a frame destined for the sender that needs to slow down. If the
sender is configured to respond to BECN bits, they can reduce their transmission
rate by as much as 25% per timing interval (which is 125 ms by default). Both CIR
and BECN configurations are considered elements of Frame Relay Traffic Shaping
(FRTS). A device that does packet shaping is referred to as a packet shaper.

Another bit to be aware of in a Frame Relay header is the discard eligible (DE) bit.
Recall that a CIR is a minimum bandwidth guarantee for a service provider’s cus-
tomer. However, if the service is not congested, a customer might be able to tempo-
rarily transmit at a higher rate. However, frames sent in excess of the CIR have the
DE bit in their header set. Then, if the Frame Relay service provider experiences
congestion, it might first drop those frames marked with a DE bit.
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SIP Trunk

A SIP Trunk is a Voice over Internet Protocol (VoIP) technology based on the Ses-
sion Initiation Protocol (SIP). Remember, Chapter 3, “Network Components,” cov-
ers many of these important Voice over IP protocols in detail.

A SIP Trunk allows Internet telephony service providers (I'TSPs) to deliver tele-
phone services and unified communications to customers equipped with SIP-based
private branch exchange (IP-PBX) and unified communications facilities. Most
unified communications applications offer voice, video, and other streaming media
applications such as desktop sharing, web conferencing, and shared whiteboard
technologies.

Asynchronous Transfer Mode

Like Frame Relay, Asynchronous Transfer Mode (ATM) is a Layer 2 WAN technol-
ogy that operates using the concept of PVCs and SVCs. However, ATM uses fixed-
length cells as its protocol data unit (PDU), as opposed to the variable frames used by
Frame Relay.

As shown in Figure 7-16, an ATM cell contains a 48-byte payload and a 5-byte
header. Table 7-4 describes the fields of an AT M header.

Ke

Figure 7-16 ATM Cell Structure

Table 7-4 ATM Header Fields

Field Description
GFC (4 bits)  The Generic Flow Control (GFC) field uses 4 bits to locally indicate a

congestion condition.

VCI (16 bits) ~ The Virtual Circuit Identifier (VCI) field usually uses 16 bits to indicate a VC.
However, to fully identify a VC, the virtual path within which that VC resides
must also be defined.

VPI (8 bits) The Virtual Path Identifier (VPI) field uses 8 bits to identify an ATM virtual
path, which could contain multiple virtual circuits.
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Field Description

PTI (3 bits) The Payload Type Indicator (PTT) field uses 3 bits to indicate the type
of payload being carried in a cell (for example, user data versus ATM
management data).

HEC (8 bits)  The Header Error Control (HEC) field uses 8 bits to detect and correct errors
in an ATM cell header.

An ATM cell’s 48-byte payload size resulted from a compromise between the wishes
of different countries as an international standard for ATM was being developed.
Some countries, such as France and Japan, wanted a 32-byte payload size because
smaller payload sizes worked well for voice transmission. However, other countries,
including the United States, wanted a 64-byte payload size because they felt such a
size would better support the transmission of both voice and data. In the end, the
compromise was to use the average of 32 bytes and 64 bytes (that is, 48 bytes).

Although ATM uses VCs to send voice, data, and video, those VCs are not identi-
fied with DLCIs. Rather, ATM uses a pair of numbers to identify a VC. One of the
numbers represents the identifier of an ATM virtual path. A single virtual path can
contain multiple virtual circuits, as shown in Figure 7-17.

VPI/VCI Pair = 100/110

vCl = 110 J\Virtual Path
VCI =120 (VP)
vei=130 )0 VPI=100

Virtual Circuits ATM
(VCs) Interface
VCI =210 J\Virtual Path

VCI =220 (VP)
vcl=230 ) VPl =200

Figure 7-17 ATM Virtual Circuits

Also note in Figure 7-17 that a virtual path is labeled with a virtual path identifier
(VPI), and a virtual circuit is labeled with a virtual circuit identifier (VCI). There-
fore, an ATM VC can be identified with a VPI/VCI pair of numbers. For example,
100/110 can be used to represent a VC with a VPI of 100 and a VCI of 110.

Figure 7-18 provides an example of an ATM network topology. Notice that inter-
connections between ATM switches and ATM endpoints are called user-nerwork
interfaces (UNIs), whereas interconnections between ATM switches are called
network-node interfaces (NNIs).

From the Library of Frank Jefferson



266 CompTIA Network+ N10-007 Cert Guide

ATM Service Provider

ATM ATM
Switch Switch

UNI

~= ~=

i‘? i’?

Figure 7-18 ATM Sample Topology

Multiprotocol Label Switching

Multiprotocol Label Switching (MPLS) is growing in popularity as a WAN technol-
ogy used by service providers. This growth in popularity is due in part to MPLS’s
capability to support multiple protocols on the same network—for example, an
MPLS network can accommodate users connecting via Frame Relay or ATM on

the same MPLS backbone—and MPLS’s capability to perform traffic engineering
(which allows traffic to be dynamically routed within an MPLS cloud based on cur-
rent load conditions of specific links and availability of alternate paths).

MPLS inserts a 32-bit header between Layer 2 and Layer 3 headers. Because

this header is shimmed between the Layer 2 and Layer 3 headers, it is sometimes
referred to as a shim header. Also, because the MPLS header resides between the
Layer 2 and Layer 3 headers, MPLS is considered to be a Layer 2 1/2 technology.

"The 32-bit header contains a 20-bit label. This label is used to make forwarding
decisions within an MPLS cloud. Therefore, the process of routing MPLS frames
through an MPLS cloud is referred to as label switching.

Figure 7-19 shows a sample MPLS network. Table 7-5 defines the various MPLS
network elements shown in the figure.
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Figure 7-19 MPLS Sample Topology

Table 7-5 MPLS Network Elements

Element Description

CPE A customer premises equipment (CPE) device resides at a customer site. A router,
as an example, could be a CPE that connects a customer with an MPLS service
provider.

CE A customer edge (CE) router is a customer router that provides the connectivity

between the customer network and the service provider network. CE routers use
static or dynamic routing protocols but do not run MPLS. The MPLS function is
done in the service provider network.

ELSR An edge label switch router (ELSR) resides at the edge of an MPLS service
provider’s cloud and interconnects a service provider to one or more customers.

PE A provider edge (PE) router is the MPLS service provider’s router that connects
to the customer router. A PE is another name for an ELSR.

LSR A label switch router (LSR) resides as part of a service provider’s MPLS cloud
and makes frame-forwarding decisions based on labels applied to frames.

P A provider (P) router is a service provider internal router that doesn’t directly
interface with the customer routers. A P router is internal to the service provider’s
network.
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An MPLS frame does not maintain the same label throughout the MPLS cloud.
Rather, an LSR receives a frame, examines the label on the frame, makes a forward-
ing decision based on the label, places a new label on the frame, and forwards the
frame to the next LSR. This process of label switching is more efficient than routing
based on Layer 3 IP addresses. The customer using a provider’s network and the
MPLS transport across that network is not normally aware of the details of the exact
MPLS forwarding that is done by the service provider.

Overlay Networks

In today’s environments, when virtually every device has connectivity to the Inter-
net, using the basic connectivity of the Internet can also provide wide area network
(WAN) solutions. An example of this is establishing connectivity to the Internet
and then building a virtual private network (VPN) between a computer or device

on one part of the Internet and a computer or device on another part of the Inter-
net. This is an example of an “overlay” network, because the VPN is overlaid on
top of another network (in this case the Internet). The benefit of a virtual private
network is that authentication and encryption can be done so that anyone on the
Internet who may happen to see packets associated with the VPN will not be able to
decrypt or understand them without the correct keys, which keeps the VPN content
confidential.

A small company that does not want to purchase explicit WAN connectivity
between two or more sites could instead simply purchase Internet connectivity and
build site-to-site VPNs or remote-access VPNs for its WAN connectivity. VPNs
are discussed again in Chapter 12, “Network Security.”

A popular method of implementation for overlay networks today is the Dynamic
Multipoint VPN (DMVPN). This Cisco invention has the ability to automate the
creation of VPN connections in a WAN topology. Although a DMVPN can techni-
cally be used in any layout, it is most often seen implemented with the popular hub-
and-spoke (partial mesh) WAN topology.

The DMVPN uses multiple GRE (mnGRE) tunnels and the Next-Hop Resolution
Protocol (NHRP) to dynamically discover and form the VPN. IPSec (IP Security)
provides the necessary authentication, integrity, and encryption for the connections.

Real-World Case Study

Acme, Inc. has its headquarters in a building where multiple service providers are
offering high-speed serial and Ethernet-based connectivity options. The company
has decided that for the connectivity between the headquarters and the two branch
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offices, it will use a service provider with MPLS-based services. The MPLS con-
nectivity will be delivered to the customer’s CE routers as Ethernet connections.
"This same service provider will be providing the Internet access, as well, for all three
locations. For fault tolerance, the company decided to also purchase Internet access
using a serial HDLC connection with a second service provider. In the event the
primary service provider fails, the headquarters and two branch office sites will con-
nect to each other using site-to-site VPNs and the Internet as the backbone network
for the VPN.

If either of the branch offices loses all connectivity to the Internet (and to the service
providers and PLS network), the router at each branch office will be connected to
the PSTN so that in a worst-case scenario, dial-up connectivity will be established
to those routers for management purposes. The dial-up connectivity over the public
telephone network would use PPP encapsulation and CHAP authentication.

Remote workers who need to access either the branch or the headquarter loca-
tions can do so by using their computer and a VPN connection going to the router
or firewall at the site they want to connect to. To enable this, the remote work-

ers would need connectivity to the Internet, which could be through DSL, cable
modem, dial-up, or a wireless service provider network that is available to the
remote worker, such as a cell phone company that provides data services.

Summary

Here are the main topics covered in this chapter:

m This chapter identified the three categories of WAN connections: dedicated
leased lines, circuit-switched connections, and packet-switched connections.

® Data rates of various WAN technologies were contrasted.

m Various types of WAN media were identified. These types could be catego-
rized either as physical media, including unshielded twisted pair (UTP), coax-
ial cable, fiber-optic cable, and electric power lines, or as wireless technologies,
including cellular phone, satellite, WiMAX, HSPA+, and radio technologies.

m The basic theory and operation of various WAN technologies were dis-
cussed, including dedicated leased line, digital subscriber line (DSL), cable
modem, Synchronous Optical Network (SONET), satellite, plain old tele-
phone service (POTS), Integrated Services Digital Network (ISDN), Frame
Relay, Asynchronous Transfer Mode (ATM), and Multiprotocol Label
Switching (MPLS).
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Exam Preparation Tasks

Review All the Key Topics

Review the most important topics from inside the chapter, noted with the Key
Topic icon in the outer margin of the page. Table 7-6 lists these key topics and the
page numbers where each is found.

Key_ Table 7-6 Key Topics for Chapter 7
Topic

Key Topic Element Description Page Number
List WAN connection types 240
Table 7-1 Typical WAN data rates 243
List Types of physical WAN media 243
List Types of wireless WAN technologies 244
List PPP features 249
List Types of DSL connections 252
Figure 7-10 Cable modem sample topology 255
Figure 7-12 Satellite sample topology 257
Figure 7-13 Dial-up modem sample topology 259
Table 7-2 Common POTS terms 260
List Types of ISDN circuits 261
Figure 7-14 ISDN sample topology 261
Figure 7-15 Frame Relay sample topology 263
Figure 7-16 ATM cell structure 264
Figure 7-19 MPLS sample topology 267

Complete Tables and Lists from Memory

Print a copy of Appendix C, “Memory Tables,” or at least the section for this chap-
ter, and complete as many of the tables as possible from memory. Appendix D,
“Memory Tables Answer Key,” includes the completed tables and lists so you can

check your work.
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Define Key Terms

Define the following key terms from this chapter, and check your answers in the
Glossary:

dedicated leased line, circuit-switched connection, packet-switched connection,
optical carrier, T1, E1, T3, E3, channel service unit/data service unit (CSU/
DSU), Point-to-Point Protocol (PPP), Password Authentication Protocol
(PAP), Challenge-Handshake Authentication Protocol (CHAP), Microsoft
Challenge-Handshake Authentication Protocol (MS-CHAP), Point-to-Point
Protocol over Ethernet (PPPoE), Microsoft Routing and Remote Access Server
(RRAS), digital subscriber line (DSL), cable modem, Synchronous Optical
Network (SONET), satellite (WAN technology), Public Switched Telephone
Network (PSTN), plain old telephone service (POTS), telco, local loop, central
office (CO), tip and ring, demarc, Integrated Services Digital Network (ISDN),
basic rate interface (BRI), primary rate interface (PRI), Frame Relay, Asynchro-
nous Transfer Mode (ATM), Multiprotocol Label Switching (MPLS), Dynamic
Multipoint VPN (DMVPN), customer premises equipment (CPE), edge label
switch router (ELSR), label switch router (LSR), GSM, TDMA, CDMA

Additional Resources

Introducing WAN:Ss: http://www.ajsnetworking.com/wan

What Is a Dynamic Multi-Point Virtual Private Network? https://youtu.be/
sbtr632ShiM

Review Questions

The answers to these review questions appear in Appendix A, “Answers to Review
Questions.”

1.  ISDN is considered to be what type of WAN connection?
a. Dedicated leased line
b. Circuit-switched connection

Packet-switched connection

a9

Cell-switched connection

From the Library of Frank Jefferson


http://www.ajsnetworking.com/wan
https://youtu.be/sbtr632ShiM
https://youtu.be/sbtr632ShiM

272 CompTIA Network+ N10-007 Cert Guide

2. What s the data rate of an OC-3 connection?
a. 51.84Mbps
b. 622Mbps

155.52Mbps

d. 159.25Gbps

o

3.  Which of the following WAN technologies use unshielded twisted pair
(UTP)? (Choose three.)

a. Cable modem

b. ISDN

c. DSL modem

d. POTS dial-up modem

4. How many channels on an E1 circuit are available for voice, video, or data?
a. 23
b. 24
c. 30
d. 32

5.  Which PPP authentication method offers one-way authentication and sends
credentials in clear text?

a. WEP

b. MS-CHAP
c. PAP

d. CHAP

6.  What DSL variant has a distance limitation of 18,000 ft. between a DSL
modem and its DSLAM?

a. HDSL
b. ADSL
c. SDSL
d. VDSL
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What kind of network is used by many cable companies to service their cable
modems and has both fiber-optic and coaxial cabling?

a. Head-end
b. DOCSIS
Composite

d. HFC

o

What locally significant identifier is used by a Frame Relay network to refer-
ence a virtual circuit?

a. VPI/VCI
b. DLCI
c. TEI

d. MAC

How big is the payload part of an ATM cell?
a. 5 bytes
b. 48 bytes
c. 53 bytes
d. 64 bytes

What is the size of an MPLS header?
a. 4 bits
b. 8 bits
c. 16 bits
d. 32 bits

What is the most common topology seen with a DMVPN?
a. Full mesh
b. Ring

Bus

o

e

Hub and spoke (partial mesh)
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After completion of this chapter, you will be able to answer the following
questions:

m How do various wireless LAN technologies function, and what wireless
standards are in common use?

®m What are some of the most important WLAN design considerations?

m What WLAN security risks exist, and how can you mitigate those risks?
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CHAPTER 8

Wireless Technologies

The popularity of wireless LANs (WLANS) has exploded over the past decade,
allowing users to roam within a WLAN coverage area, take their laptops with
them, and maintain network connectivity as they move throughout a building or
campus environment. Many other devices, however, can take advantage of wire-
less networks, such as gaming consoles, smartphones, and printers.

This chapter introduces WLAN technology, along with various wireless con-
cepts, components, and standards. WLAN design considerations are then pre-
sented, followed by a discussion of WLAN security.
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Foundation Topics

Introducing Wireless LANs

This section introduces the basic building blocks of WLANSs and discusses how
WLAN:Ss connect into a wired local area network (LAN). Various design options,
including antenna design, frequencies, and communications channels, are discussed,

along with a comparison of today’s major wireless standards, which are all some
variant of IEEE 802.11.

WLAN Concepts and Components

Wireless devices, such as laptops and smartphones, often have a built-in wireless card
that allows those devices to communicate on a WLAN. But what is the device to
which they communicate? It could be another laptop with a wireless card. This would
be an example of an ad hoc WLAN. However, enterprise-class WLANS, and even
most WLANS in homes, are configured in such a way that a wireless client connects
to some sort of a wireless base station, such as a wireless access point (AP) or a wire-
less router. Many companies offer Wi-Fi as a service, and when in range of an AP, it is
also referred to as a hotspot, indicating that Wi-Fi is available through the AP.

This communication might be done using a variety of antenna types, frequencies,
and communication channels. The following sections consider some of these ele-
ments in more detail.

Wireless Routers

Consider the basic WLAN topology shown in Figure 8-1. Such a WLAN might
be found in a residence whose Internet access is provided by digital subscriber line
(DSL) modem. In this topology, a wireless router and switch are shown as separate
components. However, in many residential networks, a wireless router integrates
switch ports and wireless routing functionality into a single device.
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Figure 8-1 Basic WLAN Topology with a Wireless Router

In Figure 8-1, the DSL modem obtains an IP address via DHCP from the Internet
service provider (ISP). The wireless router behind the modem also uses DHCP to
provide IP addresses to LAN devices attaching to it wirelessly or through a wired
connection. The process through which a wireless client (for example, a laptop or a
smartphone) attaches with a wireless router (or wireless AP) is called association. All
wireless devices associating with a single AP share a collision domain. Therefore,
for scalability and performance reasons, WLANSs might include multiple APs. The
router then uses Port Address Translation (PAT), as described in Chapter 6, “Rout-
ing IP Packets,” to allow packets to leave the LAN heading to the Internet.

Wireless Access Point

Although a wireless access point (AP) interconnects a wired LAN with a WLAN,
it does not interconnect two networks (for example, the service provider’s network
with an internal network). Figure 8-2 shows a typical deployment of an AP.
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Figure 8-2 Basic WLAN Topology with a Wireless AP

The AP connects to the wired LAN, and the wireless devices that connect to the
wired LAN via the AP are on the same subnet as the AP. (No Network Address
Translation [NAT] or PAT is being performed.) This is acting as a wireless bridge
between the wireless clients connected to the AP and the wired devices connected to
the switch in the same Layer 2 domain.

To manage multiple APs, a company will use a wireless LAN controller (WLC) for
centralized management and control of the APs. A Cisco model 5760 WLC would
be an example of a network controller for multiple APs. The protocols used to com-
municate between an AP and a WLC could be the older Lightweight Access Point
Protocol (LWAPP) or the more current Control And Provisioning of Wireless
Access Points (CAPWAP). Using a WLC, VLAN pooling can be used to assign IP
addresses to wireless clients from a pool of IP subnets and their associated VLANS.

Antennas

The coverage area of a WLAN is largely determined by the type of antenna used on
a wireless AP or a wireless router. Although some lower-end, consumer-grade wire-
less APs have fixed antennas, higher-end, enterprise-class wireless APs often support
various antenna types.
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Design goals to keep in mind when selecting an antenna include the following:
Topic m Required distance between an AP and a wireless client.

m Pattern of coverage area. (For example, the coverage area might radiate out
in all directions, forming a spherical coverage area around an antenna, or an
antenna might provide increased coverage in only one or two directions.)

m Indoor or outdoor environment.

® Avoiding interference with other APs.

The strength of the electromagnetic waves being radiated from an antenna is
referred to as gain, which involves a measurement of both direction and efficiency
of a transmission. For example, the gain measurement for a wireless AP’s antenna
transmitting a signal is a measurement of how efficiently the power being applied
to the antenna is converted into electromagnetic waves being broadcast in a specific
direction. Conversely, the gain measurement for a wireless AP’s antenna receiving a
signal is a measurement of how efficiently the received electromagnetic waves arriv-
ing from a specific direction are converted back into electricity leaving the antenna.

Gain is commonly measured using the dBi unit of measure. In this unit of measure,
the dB stands for decibels and the 7 stands for isotropic. A decibel, in this context, is a
ratio of radiated power to a reference value. In the case of dBi, the reference value
is the signal strength (power) radiated from an isotropic antenna, which represents
a theoretical antenna that radiates an equal amount of power in all directions (in a
spherical pattern). An isotropic antenna is considered to have gain of 0 dBi.

Here is the most common formula used for antenna gain:
GdBi = 10 *log!® (G)

Based on this formula, an antenna with a peak power gain of 4 (G) would have a gain
of 6.02 dBi. Antenna theory can become mathematical (heavily relying on the use

of Maxwell’s equations). However, to put this discussion in perspective, generally
speaking, if one antenna has 3 dB more gain than another antenna, it has approxi-
mately twice the effective power.

Antennas are classified not just by their gain but also by their coverage area. The
two broad categories of antennas, which are based on coverage area, are omnidirec-
tional and unidirectional:

® Omnidirectional: An omnidirectional antenna radiates power at relatively
equal power levels in all directions (somewhat similar to the theoretical iso-
tropic antenna). Omnidirectional antennas, an example of which is depicted
in Figure 8-3, are popular in residential WLANs and small office/home office
(SOHO) locations.
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Figure 8-3 Omnidirectional Antenna Coverage

® Unidirectional: Unidirectional antennas can focus their power in a specific
direction, thus avoiding potential interference with other wireless devices and
perhaps reaching greater distances than those possible with omnidirectional
antennas. One application for unidirectional antennas is interconnecting two
nearby buildings, as shown in Figure 8-4.

Key Wireless Access Point Wireless Access Point
Topic with Unidirectional with Unidirectional

Antenna Antenna

Building A Building B

Figure 8-4 Unidirectional Antenna Coverage
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Another consideration for antenna installation is the horizontal or vertical orienta-
tion of the antenna. For best performance, if two wireless APs communicate with
one another, they have matching antenna orientations, which is referred to as the
polarity of the antenna.

Frequencies and Channels

Later in this chapter, you are introduced to a variety of wireless standards, which are
all variants of the IEEE 802.11 standard. As you contrast one standard with another,
a characteristic to watch out for is the frequencies at which these standards operate.
Although there are some country-specific variations, certain frequency ranges (or
frequency bands) have been reserved internationally for industrial, scientific, and med-
ical purposes. These frequency bands are called the ISM bands, where ISM derives
from industrial, scientific, and medical.

Two of these bands are commonly used for WLAN:S. Specifically, WLANSs use the
range of frequencies in the 2.4GHz-to-2.5GHz range (commonly referred to as
the 2.4GHz band) or in the 5.725GHz-t0-5.875GHz range (commonly referred to
as the SGHz band). In fact, some WLANSs support a mixed environment, where
2.4GHz devices run alongside SGHz devices.

Within each band are specific frequencies (or channels) at which wireless devices
operate. To avoid interference, nearby wireless APs should use frequencies that do
not overlap with one another. Using wireless survey tools such as AirMagnet from
Fluke Networks can provide analysis of what is currently in use, allowing you to set
up a new wireless system that does not compete for the same frequencies that are
already in use. Those same tools can assist in identifying wireless channel utilization
as well in existing and new wireless networks. Regarding channel selection, merely
selecting different channels is not sufficient because transmissions on one channel
spill over into nearby channels. Site survey tools can collect data to show the relative
strength of signals in the areas being serviced by the APs. This output can be color-
coded and overlaid on top of the floor plan and is often referred to as a heat map of
the wireless signals.

Consider, for example, the 2.4GHz band. Here, channel frequencies are separated
by SMHz (with the exception of channel 14, which has 12MHz of separation from
channel 13). However, a single channel’s transmission can spread over a frequency
range of 22MHz. As a result, channels must have five channels of separation (5 *
5MHz = 25MHz, which is greater than 22MH?z). You can see from Figure 8-5 that,
in the United States, you could select nonoverlapping channels of 1, 6, and 11.
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Figure 8-5 Nonoverlapping Channels in the 2.4GHz Band

NOTE Even though some countries use channel 14 as a nonoverlapping channel, it
is not supported in the United States.

As a reference, Table 8-1 shows the specific frequencies for each of the channels in
the 2.4GHz band.

Table 8-1 Channel Frequencies in the 2.4GHz Band

Channel Frequency (GHz) Recommended as a Nonoverlapping Channel
1 2.412 Yes

2 2.417 No

3 2.422 No

4 2.427 No

5 2.432 No

6 2.437 Yes

7 2.442 No

8 2.447 No

9 2.452 No

10 2.457 No

11 2462 Yes

12 2.467 No

13 2.472 No

14 2.484 Yes (not supported in the United States)
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The 5GHz band has a higher number of channels, as compared to the 2.4GHz band.
Table 8-2 lists the recommended nonoverlapping channels for the 5GHz band in the
United States. Note that additional channels are supported in some countries.

Table 8-2 Nonoverlapping Channels in the 5GHz Band Recommended for Use in the United

States
Channel Frequency (GHz2)
36 5.180
40 5.200
44 5.220
48 5.240
52 5.260*
56 5.280*
60 5.300*
64 5.320%
100 5.500**
104 5.520**
108 5.540**
112 5.560**
116 5.580**
136 5.680**
140 5.700**
149 5.745
153 5.765
157 5.785
161 5.805
165 5.825

*Must support dynamic frequency selection to prevent interference with RADAR
**Must be professionally installed

CSMA/CA

In Chapter 4, “Ethernet Technology,” you learned about Ethernet’s carrier-sense
multiple access/collision detection (CSMA/CD) technology. WLANSs use a similar tech-
nology called carrier-sense multiple access/collision avoidance (CSMA/CA). Just as
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CSMA/CD is needed for half-duplex Ethernet connections, CSMA/CA is needed
for WLAN connections because of their half-duplex operation. Similar to the way
an Ethernet device listens to an Ethernet segment to determine whether a frame
exists on the segment, a WLAN device listens for a transmission on a wireless chan-
nel to determine whether it is safe to transmit. In addition, the collision-avoidance
part of the CSMA/CA algorithm causes wireless devices to wait for a random back-
off time before transmitting.

Transmission Methods

In the previous discussion, you saw the frequencies used for various wireless chan-
nels. However, be aware that those frequencies are considered to be the center fie-

quencies of a channel. In actual operation, a channel uses more than one frequency,
which is a transmission method called spread spectrum. These frequencies are, how-
ever, very close to one another, which results in a narrowband transmission.

Key Here are the three variations of spread-spectrum technology to be aware of for your
Topic study of WLANS:

= Direct-sequence spread spectrum (DSSS): Modulates data over an entire
range of frequencies using a series of symbols called chips. A chip is shorter in
duration than a bit, meaning that chips are transmitted at a higher rate than
the actual data. These chips encode not only the data to be transmitted, but
also what appears to be random data. Although both parties involved in a
DSSS communication know which chips represent actual data and which chips
do not, if a third party intercepted a DSSS transmission, it would be difficult
for them to eavesdrop on the data because they would not easily know which
chips represented valid bits. DSSS is more subject to environmental factors,
as opposed to FHSS and OFDM, because of its use of an entire frequency
spectrum.

» Frequency-hopping spread spectrum (FHSS): Allows the participants
in a communication to hop between predetermined frequencies. Security is
enhanced because the participants can predict the next frequency to be used,
but a third party cannot easily predict the next frequency. FHSS can also pro-
vision extra bandwidth by simultaneously using more than one frequency.

m Orthogonal frequency-division multiplexing (OFDM): Whereas DSSS uses
a high modulation rate for the symbols it sends, OFDM uses a relatively slow
modulation rate for symbols. This slower modulation rate, combined with the
simultaneous transmission of data over 52 data streams, helps OFDM support
high data rates while resisting interference between the various data streams.

Of these three wireless modulation techniques, only DSSS and OFDM are com-
monly used in today’s WLANS.
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WLAN Standards

Most modern WLAN standards are variations of the original IEEE 802.11 stan-
dard, which was developed in 1997. This original standard supported a DSSS and an
FHSS implementation, both of which operated in the 2.4GHz band. However, with
supported speeds of 1Mbps or 2Mbps, the original 802.11 standard lacks sufficient
bandwidth to meet the needs of today’s WLANs. The most popular variants of the
802.11 standard in use today are 802.11a, 802.11b, 802.11g, 802.11n, and 802.11ac,
as described in detail in the following sections.

802.11a

The 802.11a WLAN standard, which was ratified in 1999, supports speeds as high
as 54Mbps. Other supported data rates (which can be used if conditions are not suit-
able for the 54Mbps rate) include 6, 9, 12, 18, 24, 36, and 48Mbps. The 802.11a
standard uses the 5GHz band and uses the OFDM transmission method. Inter-
estingly, 802.11a never gained widespread adoption because it was not backward
compatible with 802.11b, whereas 802.11g was backward compatible. Although this
is true, it is worth noting that 802.11a is a possible alternative to 802.11b/g, as the
2.4GHz is often far more crowded than the 5GHz band.

802.11b

The 802.11b WLAN standard, which was ratified in 1999, supports speeds as high
as 11Mbps. However, 5.5Mbps is another supported data rate. The 802.11b stan-
dard uses the 2.4GHz band and uses the DSSS transmission method.

802.11g

The 802.11g WLAN standard, which was ratified in 2003, supports speeds as high
as 54Mbps. Like 802.11a, other supported data rates include 6, 9, 12, 18, 24, 36,
and 48Mbps. However, like 802.11b, 802.11g operates in the 2.4GHz band, which
allows it to offer backward compatibility to 802.11b devices. 802.11g can use either
the OFDM or the DSSS transmission method.

802.11n

The 802.11n WLAN standard, which was ratified in 2009, supports a wide variety
of speeds, depending on its implementation. Although the speed of an 802.11n net-
work could exceed 300Mbps (through the use of channel bonding, as discussed later),
many 802.11n devices on the market have speed ratings in the 130 Mbps—150Mbps
range. Interestingly, an 802.11n WLAN could operate in the 2.4GHz band, the
5GHz band, or both simultaneously. 802.11n uses the OFDM transmission method.
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One way 802.11n achieves superior throughput is through the use of a technol-
ogy called multiple input, multiple output (MIMO). MIMO uses multiple antennas
for transmission and reception. These antennas do not interfere with one another,
thanks to MIMO’s use of spatial multiplexing, which encodes data based on the
antenna from which the data will be transmitted. Both reliability and throughput is
increased with MIMO’s simultaneous use of multiple antennas.

Yet another technology implemented by 802.11n is channel bonding. With channel
bonding, two wireless bands are logically bonded together, forming a band with
twice the bandwidth of an individual band. Some literature refers to channel bond-
ing as 40MHz mode, which is the bonding of two adjacent 20MHz bands into a
40MHz band.

The 802.11n high throughput (HT) standard defines modes for ensuring that older
a/b/g devices and newer 802.11n devices avoid collisions with each other.

802.11ac

The 802.11ac is a 5GHz standard that uses more simultaneous streams than 802.11n
and features multi-user MIMO (MU-MIMO). A single 80MHz wide stream sup-
ports 433Mbps.

802.11x Standard Summary

Table 8-3 acts as a reference to help you contrast the characteristics of the 802.11

standards.
Key Table 8-3 Characteristics of 802.11 Standards
Topic
P Standard Band Max. Bandwidth Transmission Method Max. Range
802.11 2.4GHz 1Mbps or 2Mbps  DSSS or FHSS 20 m indoors /
100 m outdoors
802.11a 5GHz 54Mbps OFDM 35 m indoors/
120 m outdoors
802.11b  2.4GHz 11Mbps DSSS 32 m indoors/
140 m outdoors
802.11g  2.4GH:z 54Mbps OFDM or DSSS 32 m indoors/
140 m outdoors
802.11n  2.4GHz or > 300Mbps (with OFDM 70 m indoors/
5GHz (or both) channel bonding) 250 m outdoors
802.11ac  5GHz > 3Gbps (with OFDM Similar to 802.11n
MU-MIMO and operating at 5
several antennas) GHz
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NOTE Others forms of wireless technologies are in a group termed ce//ular because
the tech is found on cell phones (among other mobile devices). Cellular technology
is covered in Chapter 7, “Wide Area Networks (WANS).”

Deploying Wireless LANs

When designing and deploying WLANS, you have a variety of installation options
and design considerations. This section delves into your available options and pro-
vides you with some best practice recommendations.

Types of WLANs

WLAN:Ss can be categorized based on their use of wireless APs. The three main cate-
gories are independent basic service set (IBSS), basic service set (BSS), and extended
service set (ESS). An IBSS WLAN operates in an ad hoc fashion, whereas BSS and
ESS WLAN:S operate in infrastructure mode. The following sections describe the
three types of WLANSs in detail.

IBSS

As shown in Figure 8-6, a WLAN can be created without the use of an AP. Such

a configuration, called an IBSS, is said to work in an ad hoc fashion. An ad hoc
WLAN is useful for temporary connections between wireless devices. For example,
you might temporarily interconnect two laptop computers to transfer a few files.

Ke
Togic

Internet
Service
Provider

—
‘lt—«‘

Switch Router
Figure 8-6 Independent Basic Service Set (IBSS) WLAN
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BSS

Figure 8-7 depicts a WLAN wusing a single AP. WLANSs that have just one AP are
called BSS WLANs. BSS WLANE are said to run in infrastructure mode because
wireless clients connect to an AP, which is typically connected to a wired network
infrastructure. A BSS network is often used in residential and SOHO locations,
where the signal strength provided by a single AP is sufficient to service all the
WLAN’s wireless clients.

Laptop Laptop

Internet
Service
Provider

Switch Router

Figure 8-7 Basic Service Set (BSS) WLAN

ESS

Figure 8-8 illustrates a WLAN using two APs. WLANs containing more than one
AP are called ESS WLANs. Like BSS WLANSs, ESS WLANS operate in infrastruc-
ture mode. When you have more than one AP, take care to prevent one AP from
interfering with another. Specifically, the previously discussed nonoverlapping chan-
nels (channels 1, 6, and 11 for the 2.4GHz band) should be selected for adjacent
wireless coverage areas.

From the Library of Frank Jefferson



Chapter 8: Wireless Technologies 289
Key

Laptop Laptop Laptop Laptop

EpEppe

S L 9
e s o
he¥es 2 &
(0000006} (00,0000}
AP AP
R — Internet
e .f- Service
Provider
Switch Router

Figure 8-8 Extended Service Set (ESS) WLAN

Mesh Topology

A mesh wireless network is a collection of wireless devices that may not use central-
ized control (decentralized management). The combined wireless coverage range
defines the range of the network. This could also be referred to as a mesh cloud.
Additional wireless technologies (besides Wi-Fi) could be used to build a mesh wire-
less topology. This type of network could be used for hosts to communicate with
other devices in the mesh, or the network could provide a gateway to the Internet or
other networks.

Sources of Interference

Key A major issue for WLAN:Ss is radio frequency interference (RFI) caused by other

Topic devices using similar frequencies to the WLAN devices. Also, physical obstacles can
impede or reflect WLAN transmissions. The following are some of the most com-
mon sources of interference:

m Other WLAN devices: Earlier in this chapter, you read about nonoverlap-
ping channels for both the 2.4GHz and 5GHz bands. However, if two or more
WLAN devices are in close proximity and use overlapping channels, those
devices could interfere with one another.
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m Cordless phones: Several models of cordless phones operate in the 2.4GHz
band and can interfere with WLAN devices. However, if you need cordless
phones to coexist in an environment with WLAN devices using the 2.4GHz
band, consider the use of digital enhanced cordless telecommunications
(DECT) cordless phones. Although the exact frequencies used by DECT
cordless phones vary based on country, DECT cordless phones do not use the
2.4GHz band. For example, in the United States, DECT cordless phones use
frequencies in the range 1.92GHz to 1.93GHz.

®m Microwave ovens: Older microwave ovens, which might not have sufficient
shielding, can emit relatively high-powered signals in the 2.4GHz band,
resulting in significant interference with WLAN devices operating in the
2.4GHz band.

= Wireless security system devices: Most wireless security cameras operate
in the 2.4GHz frequency range, which can cause potential issues with WLAN
devices.

= Physical obstacles: In electromagnetic theory, radio waves cannot propagate
through a perfect conductor. So, although metal filing cabinets and large
appliances are not perfect conductors, they are sufficient to cause degradation
of a WLAN signal. For example, a WLAN signal might hit a large air condi-
tioning unit, causing the radio waves to be reflected and scattered in multiple
directions. Not only does this limit the range of the WLAN signal, but radio
waves carrying data might travel over different paths. This multipath issue can
cause data corruption. Concrete walls, metal studs, or even window film could
reduce the quality of the wireless network signals.

m Signal strength: The range of a WLAN device is a function of the device’s sig-
nal strength. Lower-cost consumer-grade APs do not typically allow an admin-
istrative adjustment of signal strength. However, enterprise-class APs often
allow signal strength to be adjusted to ensure sufficient coverage of a specific
area, while avoiding interference with other APs using the same channel.

As you can see from this list, most RFI occurs in the 2.4GHz band as opposed to the
5GHz band. Therefore, depending on the wireless clients you need to support, you
might consider using the 5GHz band, which is an option for 802.11a and 802.11n
WLANSs. With the increased use of wireless, both coverage and capacity-based plan-
ning should be done to provide acceptable goodput. Goodput refers to the number

of useful information bits that the network can deliver (not including overhead for
the protocols being used). Another factor is the density (ratio of users to APs), which

From the Library of Frank Jefferson



Chapter 8: Wireless Technologies 291

if too high could harm performance of the network. Areas expecting high density
would include classrooms, hotels, and hospitals. Device or bandwidth saturation
could impact performance.

Wireless AP Placement

WLAN:Ss using more than one AP (an ESS WLAN) require careful planning to
prevent the APs from interfering with one another, while still servicing a desired
coverage area. Specifically, an overlap of coverage between APs should exist to allow
uninterrupted roaming from one WLAN ce// (which is the coverage area provided
by an AP) to another. However, those overlapping coverage areas should not use
overlapping frequencies.

Figure 8-9 shows how nonoverlapping channels in the 2.4GHz band can overlap
their coverage areas to provide seamless roaming between AP coverage areas. A
common WLAN design recommendation is to have a 10% to 15% overlap of cov-
erage between adjoining cells.

Ke

/AN

Figure 8-9 Coverage Overlap in Coverage Areas for Nonoverlapping Channels

If a WLAN has more than three APs, the APs are deployed in a honeycomb fash-
ion to allow an overlap of AP coverage areas while avoiding an overlap of identical
channels. The example in Figure 8-10 shows an approach to channel selection for
adjoining cells in the 2.4GHz band. Notice that cells using the same nonoverlapping
channels (channels 1, 6, and 11) are separated by another cell. For example, notice
that none of the cells using channel 11 overlap another cell using channel 11.
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Figure 8-10 Nonoverlapping Coverage Cells for the 2.4GHz Band

NOTE Although a honeycomb channel assignment scheme can be used for the
5GHz band, identical channels should be separated by at least two cells, rather than
the single cell shown for the 2.4GHz band.

Securing Wireless LANs

WLAN:Ss introduce some unique concerns to your network. For example, improp-
erly installed wireless APs are roughly equivalent to putting an Ethernet portin a
building’s parking lot, where someone can drive up and access your network. For-
tunately, various features are available to harden the security of your WLAN, as
discussed in this section.

Security Issues

In the days when dial-up modems were popular, malicious users could run a pro-
gram on their computer to call all phone numbers in a certain number range. Phone
numbers that answered with modem tone became targets for later attacks. This type
of reconnaissance was known as war dialing. A modern-day variant of war dialing is
war driving, where potentially malicious users drive around looking for unsecured
WLAN:S. These users might be identifying unsecured WLANS for nefarious pur-
poses or simply looking for free Internet access. Devices such as cell phones, lap-
tops, tablets, and gaming and media devices could act as wireless clients as well as be
used in a wireless attack because they have potential Wi-Fi access to the network.

Other WLAN security threats include the following:
m War chalking: Once an open WLAN (or a WLAN whose SSID and authen-

tication credentials are known) is found in a public place, a user might write
a symbol on a wall (or some other nearby structure) to let others know the
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characteristics of the discovered network. This practice, which is a variant of
the decades-old practice of hobos leaving symbols as messages to fellow hobos,
is called war chalking. Figure 8-11 shows common war-chalking symbols.

ssid
Open node
bandwidth
ssid
Closed node O
ssid access
contact
WEP node
bandwidth

Figure 8-11 War-Chalking Symbols

m WEP and WPA security cracking: As discussed later in this chapter, various
security standards are available for encrypting and authenticating a WLAN
client with an AP. T'wo of the less secure standards are Wired Equivalent
Privacy (WEP) and Wi-Fi Protected Access (WPA). Although WPA is consid-
ered more secure than WEP, utilities are available on the Internet for cracking
each of these approaches to wireless security. By collecting enough packets
transmitted by a secure AP, these cracking utilities can use mathematical algo-
rithms to determine the preshared key (PSK) configured on a wireless AP with
which an associating wireless client must also be configured.

= Rogue access point: A malicious user could set up their own AP to which
legitimate users would connect. Such an AP is called a rogue access point. That
malicious user could then use a packet sniffer (which displays information
about unencrypted traffic, including the traffic’s data and header information)
to eavesdrop on communications flowing through the rogue AP. To cause
unsuspecting users to connect to the rogue AP, the malicious user could con-
figure the rogue AP with the same service set identifier (SSID) as used by a
legitimate AP. When a rogue AP is configured with the SSID of a legitimate
AP, the rogue AP is commonly referred to as an evil twin.

NOTE An SSID is a string of characters identifying a WLAN. APs participating
in the same WLAN (in an ESS) can be configured with identical SSIDs. An SSID
shared among multiple APs is called an extended service set identifier (ESSID).
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Approaches to WLAN Security

A WLAN that does not require authentication or provide encryption for wireless
devices (for example, a publicly available WLAN found in many airports) is said to
be using open authentication. To protect WLAN traffic from eavesdroppers, a variety
of security standards and practices have been developed, including the following:

m MAC address filtering: An AP can be configured with a listing of MAC
addresses that are permitted to associate with the AP. If a malicious user
attempts to connect via their laptop (whose MAC address is not on the list of
trusted MAC addresses), that user is denied access. One drawback to MAC
address filtering is the administrative overhead required to keep an approved
list of MAC addresses up to date. Another issue with MAC address filtering is
that a knowledgeable user could falsify the MAC address of their wireless net-
work card, making their device appear to be approved.

» Disabling SSID broadcast: An SSID can be broadcast by an AP to let users
know the name of the WLAN. For security purposes, an AP might be con-
figured not to broadcast its SSID. However, knowledgeable users could still
determine the SSID of an AP by examining captured packets.

m Preshared key: To encrypt transmission between a wireless client and an AP
(in addition to authenticating a wireless client with an AP), both the wireless
client and the AP could be preconfigured with a matching string of characters
(a PSK, as previously described). The PSK could be used as part of a math-
ematical algorithm to encrypt traffic, such that if an eavesdropper intercepted
the encrypted traffic, they would not be able to decrypt the traffic without
knowing the PSK. Although using a PSK can be effective in providing security
for a small network (for example, a SOHO network), it lacks scalability. For
example, in a large corporate environment, a PSK being compromised would
necessitate the reconfiguration of all devices configured with that PSK.

NOTE WLAN security based on a PSK technology is called personal mode.

m JEEE 802.1X: Rather than having all devices in a WLAN be configured
with the same PSK, a more scalable approach is to require all wireless users
to authenticate using their own credentials (for example, a username and
password). Allowing users to have their own set of credentials prevents the
compromising of one password from impacting the configuration of all
wireless devices. IEEE 802.1x is a technology that allows wireless clients to

authenticate with an authentication server—typically, a Remote Authentica-
tion Dial-In User Service (RADIUS) server.
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NOTE WLAN security based on IEEE 802.1x, and a centralized authentication
server such as RADIUS is called enterprise mode.

Chapter 4 discussed IEEE 802.1X in detail and described the role of a supplicant,
an authenticator, and an authentication server, but Chapter 4 showed how IEEE
802.1X was used in a wired network. Figure 8-12 shows a wireless implementation
of IEEE 802.1X.

Ke

802.1X Wireless LAN
Controller

802.1X Authentication

Key Management Key Distribution

Secured Data

Figure 8-12 |EEE 802.1X Security for a WLAN

NOTE IEEE 802.1X works in conjunction with an Extensible Authentication
Protocol (EAP) to perform its job of authentication. A variety of EAP types exist,
including Lightweight Extensible Authentication Protocol (LEAP), EAP-Flexible
Authentication via Secure Tunneling (EAP-FAST), EAP-Transport Layer Security
(EAP-TLS), EAP-Tunneled Transport Layer Security (EAP-TTLS), Protected
EAP-Generic Token Card (PEAP-GTC), and Protected EAP-Microsoft Challenge
Handshake Authentication Protocol version 2 (PEAP-MSCHAPv2). Although these
EAP types differ in their procedures, the overriding goal for each EAP type is to
securely authenticate a supplicant and provide the supplicant and the authenticator
a session key that can be used during a single session in the calculation of security
algorithms (for example, encryption algorithms).

Security Standards

Key When you’re configuring a wireless client for security, the most common security
Topic standards from which you can select are as follows:

m Wired Equivalent Privacy (WEP)
= Wi-Fi Protected Access (WPA)
m Wi-Fi Protected Access Version 2 (WPA2)
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The following sections describe these standards in detail.

WEP

The original 802.11 standard did address security; however, the security was a WEP
key. With WEP, an AP is configured with a static WEP key. Wireless clients need-
ing to associate with an AP are configured with an identical key (making this a PSK
approach to security). The 802.11 standard specifies a 40-bit WEP key, which is
considered to be a relatively weak security measure.

Because a WEP key is a static string of characters, it could be compromised with a
brute-force attack, where an attacker attempts all possible character combinations
until a match for the WEP key is found. Another concern, however, is that WEP
uses RC4 as its encryption algorithm.

NOTE RC4 (which stands for “Ron’s Code” or “Rivest Cipher” because it was
developed by Ron Rivest of RSA Security) is sometimes pronounced a7rc four.

RC4 uses a 24-bit initialization vector (IV), which is a string of characters added to
the transmitted data, such that the same plain-text data frame will never appear as
the same WEP-encrypted data frame. However, the IV is transmitted in clear text.
So, because a malicious user can see the IV in clear text, if they use packet-capture
software and capture enough packets having the same WEP key, they can use a
mathematical algorithm to determine the static WEP key (which can be performed
with WEP-cracking software found on the Internet).

Some WEP implementations support the use of a longer WEP key (for example,
128 bits instead of 40 bits), making a WEP key more difficult to crack; however,
both the wireless clients and their AP must support the longer WEP key.

WPA

"The Wi-Fi Alliance (a nonprofit organization formed to certify interoperability of
wireless devices) developed its own security standard, WPA, to address the weak-
nesses of WEP. Here are some of the security enhancements offered by WPA:

m WPA operating in enterprise mode can require a user to be authenticated
before keys are exchanged.

® In enterprise mode, the keys used between a wireless client and an access point
are temporary session keys.

m WPA uses Temporal Key Integrity Protocol (TKIP) for enhanced encryp-
tion. Although TKIP does rely on an initialization vector, the IV is expanded
from WEP’s 24-bit IV to a 48-bit IV. Also, broadcast key rotation can be

used, which causes a key to change so quickly that an eavesdropper would not
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have time to exploit a derived key. TKIP uses Rivest Cipher 4 (RC4) for the
encryption algorithm, and this is why the CompTIA Network+ exam may ref-
erence TKIP-RC4 in a discussion of wireless.

m TKIP leverages Message Integrity Check (MIC), which is sometimes referred
to as Message Integrity Code. MIC can confirm that data was not modified in
transit.

Although the term WPA is not typically written as WPA1, when you see it, consider
it to be WPA Version 1 (WPA1). WPA Version 2, however, is written as WPA2.

WPA2

In 2004, the IEEE 802.11i standard was approved and required stronger algorithms
for encryption and integrity checking than those seen in previous WLAN security
protocols such as WEP and WPA. The requirements set forth in the IEEE 802.11i
standard are implemented in the Wi-Fi Alliance’s WPA Version 2 (WPA2) security
standard. WPA2 uses Counter Mode with Cipher Block Chaining Message Authen-
tication Code Protocol (CCMP) for integrity checking and Advanced Encryption
Standard (AES) for encryption. In the Network+ exam, you might find this refer-
enced as simply CCMP-AES. WPA?2 that uses a centralized server for authenticat-
ing users is referred to as Enterprise mode. An implementation of WPA2 that uses a
configured password or PSK instead of a centralized server is referred to as Personal
mode.

Additional Wireless Options

Other wireless technologies, such as Bluetooth, infrared (IR), and near-field com-
munications (NFC), which are often integrated into smartphones, can also provide
connectivity for a personal area network (PAN) or other short-range networking
applications. Many of these technologies help facilitate the Internet of Things (IoT)
and are covered in Chapter 3, “Network Components.”

Another interesting wireless technology is geofencing, which often uses the global
positioning system (GPS) or radio frequency identification (RFID) to define geo-
graphical boundaries. Geofencing allows you to define triggers so that when a device
enters (or exits) the boundaries defined by the administrator, an alert is issued.

Geofence virtual barriers can be active or passive. Active geofences require an end
user to opt in to location services and require a mobile app to be open. Passive
geofences are always on; they rely on Wi-Fi and/or cellular data instead of GPS or
RFID and can work in the background.
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How might this be used in a practical application? Consider a hospital with patient
information on iPads that the hospital distributes to staff. If these iPads travel
beyond the geofence, an administrative alert can trigger.

Real-World Case Study

Acme, Inc. hired an outside contractor who specializes in Wi-Fi. The consultants
came in and did a needs assessment and performed a wireless site survey. Recom-
mendations were then made about the need for 15 access points in the headquarters
office spaces and three access points at each of the remote branch offices. Three
wireless LAN controllers, one for each office, will be used to manage the respective
access points. The management of the access points through the wireless LAN con-
trollers will be done primarily through the headquarters office using the WAN that
is connecting the branch offices to the headquarters office.

Because of the high number of other Wi-Fi access points being used in the same
building as the headquarters office, Acme decided to use the 5GHz range (due to
less competition in that space) and to use 802.11n.

For security, Acme will use WPA2 in conjunction with a RADIUS server. Acme will
use Enterprise mode for authentication of each user before allowing them access on
the wireless network(s). The RADIUS server is integrated with Microsoft Active
Directory so that Acme will not have to re-create every user account; the RADIUS
server can check with the Active Directory server to verify user credentials and
passwords.

Separate SSIDs were set up that map to the various VLANSs and departments cur-
rently on the wired network. Also, a separate SSID was set up as a wireless guest
network that has limited access but does provide Internet access for guest users.

Once all this was in place, a site survey was done again to verify the signal strengths
and to identify any interference related to the wireless implementation. A heat map
was provided to visually represent the signal strengths in the coverage areas in the
respective office spaces.

Summary
Here are the main topics covered in this chapter:
m Various c